a2 United States Patent

US009477082B2

10) Patent No.: US 9,477,082 B2

Huang et al. 45) Date of Patent: Oct. 25,2016

(54) ANGULAR DISPLACEMENT DETECTING (58) Field of Classification Search
METHOD FOR ADAPTIVE OPTICS SYSTEM, USPC ... 359/239, 240, 559564, 276, 278, 279,
IMAGING MAGNIFICATION DETECTING 359/245

METHOD FOR ADAPTIVE OPTICS SYSTEM,
AND ADAPTIVE OPTICS SYSTEM

(71)  Applicant: HAMAMATSU PHOTONICS K.K.,
Hamamatsu-shi, Shizuoka (JP)

(72) Inventors: Hongxin Huang, Hamamatsu (JP);
Takashi Inoue, Hamamatsu (JP)

(73) Assignee: HAMAMATSU PHOTONICS K.K.,
Hamamatsu-shi, Shizuoka (JP)

(*) Notice: Subject to any disclaimer, the term of this
patent is extended or adjusted under 35

U.S.C. 154(b) by 0 days.

(21) Appl. No.: 14/895,517

(22) PCT Filed: May 29, 2014

(86) PCT No.: PCT/JP2014/064293
§ 371 (e)(D),
(2) Date: Dec. 3, 2015

(87) PCT Pub. No.: W02014/196447

PCT Pub. Date: Dec. 11, 2014
(65) Prior Publication Data

US 2016/0109700 A1 Apr. 21, 2016
(30) Foreign Application Priority Data

Jun. 6, 2013 (JP) oo 2013-119851

(51) Int. CL
GO2F 1/01
GO2F 1/03

(2006.01)
(2006.01)

(Continued)

(52) US.CL
CPC ......... GO2B 27/0068 (2013.01); A61B 3/1015
(2013.01); A61B 3/12 (2013.01);

(Continued)

See application file for complete search history.

(56) References Cited
U.S. PATENT DOCUMENTS

6,911,637 B1* 6/2005 Vorontsov ............. GO02B 26/06

250/201.9

FOREIGN PATENT DOCUMENTS

WO WO-2013/183341 Al  12/2013

OTHER PUBLICATIONS

Abdul Awwal, et al., “Characterization and Operation of a Liquid
Crystal Adaptive Optics Phoropter,” Proceedings of SPIE vol. 5169,
2003, pp. 104-122, December.

(Continued)

Primary Examiner — Mohammed Hasan

(74) Attorney, Agent, or Firm — Drinker Biddle & Reath
LLP

(57) ABSTRACT

An adaptive optics system includes a spatial light modulator
configured to spatially modulate a phase of an optical image
incident on a modulation surface and a wavefront sensor
including a lens array having a plurality of two-dimension-
ally arranged lenses and an optical detection element for
detecting a light intensity distribution including converging
spots formed by the lens array and configured to receive the
optical image after the modulation from the spatial light
modulator, and compensates for wavefront distribution by
controlling a phase pattern displayed in the spatial light
modulator based on a wavefront shape of the optical image
obtained from the light intensity distribution, wherein an
amount of angular displacement between the modulation
surface and the wavefront sensor is calculated.

16 Claims, 39 Drawing Sheets

—.-18




US 9,477,082 B2

Page 2
(51) Int. CL (56) References Cited
G02B 27/00 (2006.01)
G01J 9/00 (2006.01)
GOIM 11/00 (2006.01) OTHER PUBLICATIONS
A61IB 3/10 2006.01
A6IB 312 EZOOG.OI% Chenxi Huang, et al., “Correlation matching method for high-
GO01J 1/44 (2006.01) precision position detection of optical vortex using Shack-
gzég 2171//00; 888288 Hartmann wavefront sensor,” Optics Express vol. 20, No. 24, Nov.
GO2B 3/00 (2006.01) 2012, pp. 26099-261‘(‘)9, De.cember.. B . -
(52) US. CL Jason Porter, et al., “Adaptive Optics for Vision Science,” Wiley

CPC . GO1J 1/44 (2013.01); GO1J 9/00 (2013.01); Interscience, Chapter 18, 2006, pp. 496-499, December.

GOIM 11/00 (2013.01); GOIM 11/02 International Preliminary Report on Patentability dated Dec. 17,

(2013.01); G02B 27/0927 (2013.01); GO2B 2015 for PCT/JP2014/064293.
3/0006 (2013.01); GO2F 2203/12 (2013.01);
GO2F 2203/18 (2013.01) * cited by examiner



US 9,477,082 B2

Sheet 1 of 39

Oct. 25, 2016

U.S. Patent

8L ™

O
-




U.S. Patent Oct. 25, 2016 Sheet 2 of 39 US 9,477,082 B2

Fig.2

P

P

o122
P




US 9,477,082 B2

Sheet 3 of 39

Oct. 25, 2016

U.S. Patent

Fig.3

Nb columns
He

| 00».* LY +.+ _
.vomu.ui

__. 8&.& ..o.o!.
.“«ew.am.m.u
Q“O & 40*0

o@@oooo

_ {7
*&o




U.S. Patent Oct. 25, 2016 Sheet 4 of 39 US 9,477,082 B2

Fig.4

Mb columns

~122b

Ma rows <

122(122a)



US 9,477,082 B2

Sheet 5 of 39

Oct. 25, 2016

U.S. Patent

2 I & =
/ | ) /
b A ¥
= minwe i ©
\ I miliEE
.« Q m/v
m..,/ % \ S IS MMN
g 0
sy I7e)
Ml“ T Hi AHHW/WU N ot i N S \.MH
U S /// g
ssssssssssssssssssssssss IS N DU 1V(W//wia& o
& , ”
; Il -
LAY | .
ﬂ IIIIIII ot w N i y o
N N D
i AN
/ ﬁ V N \\\.».!...,.n.,.\v
N w wﬁ & S NS ﬁ
¥ Vo
7 T AN
7
{



U.S. Patent

Pa rows <

Oct. 25, 2016

Sheet 6 of 39

Pb Gcsiumnﬁ

US 9,477,082 B2

~—11b

11(11a)

ST



US 9,477,082 B2

Sheet 7 of 39

Oct. 25, 2016

U.S. Patent

A

P

LELLLLELDS

&\\

ERRRENEER




U.S. Patent Oct. 25, 2016 Sheet 8 of 39 US 9,477,082 B2




U.S. Patent Oct. 25, 2016 Sheet 9 of 39 US 9,477,082 B2

Fig.8 D1
|
O’”W“\«M/P §
{a) P
D2
(
/
o o o 0o ©o o o o P




U.S. Patent Oct. 25, 2016 Sheet 10 of 39 US 9,477,082 B2

Fig. 70 112

{a)

(b)




U.S. Patent

Oct. 25, 2016

Sheet 11 of 39

D1

T

US 9,477,082 B2

P2

Ly

™ L) +

}r ‘ \\Lg P 1
P1 -




U.S. Patent Oct. 25, 2016 Sheet 12 of 39 US 9,477,082 B2

Muodulation amount

Column direction position
o

PO

¥

Modulation amount



U.S. Patent Oct. 25, 2016 Sheet 13 of 39 US 9,477,082 B2

Modulation amount

Column direction position

Row direction position

¥

Modulation amount
e



U.S. Patent Oct. 25, 2016 Sheet 14 of 39 US 9,477,082 B2

g.14




U.S. Patent Oct. 25, 2016 Sheet 15 of 39 US 9,477,082 B2




US 9,477,082 B2

Sheet 16 of 39

Oct. 25, 2016

U.S. Patent




U.S. Patent Oct. 25, 2016 Sheet 17 of 39 US 9,477,082 B2

0

ST
Ry

o




U.S. Patent Oct. 25, 2016 Sheet 18 of 39 US 9,477,082 B2

Modulation amount

¢

Column direction position

Row direction position

¥

Modulation amount



U.S. Patent Oct. 25, 2016 Sheet 19 of 39 US 9,477,082 B2

17 12
{ {
Control cirouit Wavefront
unit sensor
Ey
S2 51
Control unit
¥
Patiern creation < Calculation ~-13
unit processing unit

,; +
13b 13¢



U.S. Patent Oct. 25, 2016 Sheet 20 of 39 US 9,477,082 B2

( Start )

Initial processing S

Create and display phase pattern Pa 512

Acquire light intensity distribution data Da |~—513

Calculate position coordinates 514
of converging spot -

Calculate angular displacement amount  ~—S15

Adjust angle 516

( Ena )




U.S. Patent Oct. 25, 2016 Sheet 21 of 39 US 9,477,082 B2

{ Start !

Initial processing 511

Create and display phase pattern Ps 521

Acquire light intensity distribution data De  |~—822

Create and display phase pattern Pc 523

Acquire light infensity distribution data Dc .- 524

Calculate position coordinates 314
of converging spot

Calculate angular displacement amount 5815

Adjust angle -~ 516




U.S. Patent Oct. 25, 2016 Sheet 22 of 39 US 9,477,082 B2




U.S. Patent Oct. 25, 2016 Sheet 23 of 39 US 9,477,082 B2




U.S. Patent

Oct. 25, 2016 Sheet 24 of 39

Fig.24

US 9,477,082 B2

_A—B6




U.S. Patent Oct. 25, 2016 Sheet 25 of 39 US 9,477,082 B2

(b)

Y




U.S. Patent Oct. 25, 2016 Sheet 26 of 39 US 9,477,082 B2

(a)

(b}




U.S. Patent

(b)

Oct. 25, 2016

Sheet 27 of 39

US 9,477,082 B2

P A |
\*\\h\” i J :/ (._ FrTe P
-\\\\\w P
Fan Y M
/J\,.} oY N‘“\‘\} @ >




U.S. Patent Oct. 25, 2016 Sheet 28 of 39 US 9,477,082 B2

Initial processing 531

Create and display phase pattern Po 532

I

Acquire light intensity distribution data Do |~—833

Adjust positional displacement ~—-534

Acquire light intensity distribution data Do |~—535

Calculate angular displacement amount  |~-8536

o
msere ™

Adjust angle 837
/

=

i ) " . - T —— No -
-<:\\\i§ termination condition satisfied? e

e, ——
-\\__\\N‘ /

.
g

YES

{ End \




U.S. Patent Oct. 25, 2016 Sheet 29 of 39 US 9,477,082 B2

29

Initial processing - 541

Create and display phase pattern Pa —~-542

Acquire light intensity distribution data Da  |~—543

Calculate position coordinates

of converging spot ~-544
Calculate imaging magnification 545
Adjust 846

(o)



U.S. Patent Oct. 25, 2016 Sheet 30 of 39 US 9,477,082 B2

\,ffi)

Initial processing ~ 541

Create and display phase pattern Ps 551

Acquire light intensity distribution data Ds =~ {5082

Create and display phase pattern Pc ~-553

Acquire light intensity distribution data De 954

Calculate position coordinates B
of converging spot 544

Caloulate imaging magnification 8345

Adjust angle —~.- 546

End !




U.S. Patent Oct. 25, 2016 Sheet 31 of 39 US 9,477,082 B2

Fig.31

B2~




U.S. Patent Oct. 25, 2016 Sheet 32 of 39 US 9,477,082 B2

Fig.32




U.S. Patent Oct. 25, 2016 Sheet 33 of 39 US 9,477,082 B2

Modulation amount

o

Second direction position

First direction position

4

Modulation amount



U.S. Patent Oct. 25, 2016 Sheet 34 of 39 US 9,477,082 B2

Maodulation amount

o

ion

t

fon post

Second direct

First direction position

k4

i
.y

Moduiation amount



U.S. Patent Oct. 25, 2016 Sheet 35 of 39 US 9,477,082 B2

Modulation amount

-3

Second direction position

First direction position

TN

Maodulation amount



U.S. Patent Oct. 25, 2016 Sheet 36 of 39 US 9,477,082 B2

Modulation amount

g

Second direction position

First direction position

A 4

Modulation amount
L



U.S. Patent Oct. 25, 2016 Sheet 37 of 39 US 9,477,082 B2

(@)

(b)

(c)




U.S. Patent Oct. 25, 2016 Sheet 38 of 39 US 9,477,082 B2




U.S. Patent Oct. 25, 2016 Sheet 39 of 39 US 9,477,082 B2




US 9,477,082 B2

1
ANGULAR DISPLACEMENT DETECTING
METHOD FOR ADAPTIVE OPTICS SYSTEM,
IMAGING MAGNIFICATION DETECTING
METHOD FOR ADAPTIVE OPTICS SYSTEM,
AND ADAPTIVE OPTICS SYSTEM

TECHNICAL FIELD

An aspect of the present invention relates to an angular
displacement detecting method for an adaptive optics sys-
tem, an imaging magnification detecting method for an
adaptive optics system, and an adaptive optics system.

BACKGROUND ART

In Non Patent Literatures 1 and 2, methods of adjusting an
adaptive optics system according to a phase measuring
method are disclosed. The phase measuring method is a
method of measuring a phase distribution through a wave-
front sensor after causing a spatial light modulator to display
a known phase distribution and mutually associating coor-
dinates on a modulation surface and coordinates on a
detection surface by comparing a measurement result with
the known phase distribution.

CITATION LIST
Non Patent Literature

[Non Patent Literature 1] Abdul Awwal, et al., “Charac-
terization and Operation of a Liquid Crystal Adaptive Optics
Phoropter,” Proceedings of SPIE, Volume 5169, pp. 104-122
(2003)

[Non Patent Literature 2] Jason Porter, Hope Queener,
Julianna Lin, Karen Thorn, and Abdul Awwal, “Adaptive
Optics for Vision Science,” Wiley Interscience, Chapter 18,
pp- 496-499 (2006)

SUMMARY OF INVENTION
Technical Problem

Adaptive optics technology is technology for dynamically
removing an aberration by measuring an optical aberration
(wavefront distortion) using a wavefront sensor and con-
trolling a wavefront modulation element (spatial light modu-
lator) based on a measurement result. It is possible to
improve an imaging characteristic, a degree of convergence,
an SN ratio of an image, and measurement precision through
the above-described adaptive optics technology. Conven-
tionally, the adaptive optics technology was mainly used in
astronomical telescopes and large laser apparatus. In recent
years, the adaptive optics technology has been applied to
ocular fundus cameras, scanning laser ophthalmoscopes,
optical coherence tomography apparatus, laser microscopes,
etc. Imaging using such adaptive optics technology enables
observation at high resolution that was previously unavail-
able. For example, the ocular aberration is removed by
applying the adaptive optics technology to an ocular fundus
imaging apparatus for observing the back (ocular fundus) of
the eye. For example, it is possible to clearly draw a
microstructure of the ocular fundus such as a visual cell, a
nerve fiber, or a capillary. The adaptive optics technology
can be applied to the early diagnosis of diseases concerning
circulatory system as well as ocular diseases.

In the adaptive optics system, a wavefront is controlled
with precision of a light wavelength or less (for example, a
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sub-micro level). Therefore, angular displacement about an
optical axis or a change in imaging magnification may occur
between a modulation surface of a spatial light modulator
and a wavefront sensor due to assembly precision of the
wavefront sensor or the spatial light modulator, manufac-
turing errors of optical components and components for
fixing the optical component, etc. When the angular dis-
placement or the change in the imaging magnification is
caused, a correspondence relation between a position of a
control point in the spatial light modulator and a position of
a measurement point in the wavefront sensor becomes
incorrect and affects the precision of adaptive optics.
Accordingly, it is desirable to easily detect the angular
displacement and the imaging magnification between the
modulation surface and the wavefront sensor in order to
adjust a relative angle and imaging magnification between
the modulation surface and the wavefront sensor. Also, for
example, even when optical magnification between the
modulation surface of the spatial light modulator and the
wavefront sensor is variable, it is desirable to easily detect
the imaging magnification between the modulation surface
and the wavefront sensor.

An objective of an aspect of the present invention is to
provide an angular displacement detecting method for an
adaptive optics system and an adaptive optics system
capable of easily detecting angular displacement about an
optical axis between a modulation surface of a spatial light
modulator and a wavefront sensor. Also, an objective of an
aspect of the present invention is to provide an imaging
magnification detecting method for an adaptive optics sys-
tem and an adaptive optics system capable of easily detect-
ing imaging magnification between a modulation surface of
a spatial light modulator and a wavefront sensor.

Solution to Problem

An angular displacement detecting method for an adap-
tive optics system according to an aspect of the present
invention is a method of calculating an amount of angular
displacement between a modulation surface and a wavefront
sensor in the adaptive optics system which includes a spatial
light modulator configured to spatially modulate a phase of
an optical image incident on the modulation surface and the
wavefront sensor including a lens array having a plurality of
two-dimensionally arranged lenses and an optical detection
element for detecting a light intensity distribution including
converging spots formed by the lens array and configured to
receive the optical image after the modulation from the
spatial light modulator and which compensates for wave-
front distortion by controlling a phase pattern displayed in
the spatial light modulator based on a wavefront shape of the
optical image obtained from the light intensity distribution.

A first angular displacement detecting method includes a
light intensity distribution acquiring step of acquiring the
light intensity distribution through the optical detection
element in a state in which one of a phase pattern having
linearity in at least one direction and a spatially non-linear
phase pattern is displayed in first and second regions on the
modulation surface corresponding to one of the plurality of
lenses or two or more lenses adjacent to each other and the
other is displayed in a region surrounding the first and
second regions; and an angle calculating step of obtaining
the amount of angular displacement between the modulation
surface and the wavefront sensor based on a slope of a
straight line connecting the converging spot corresponding
to the first region and the converging spot corresponding to
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the second region included in the light intensity distribution
obtained in the light intensity distribution acquiring step.

Also, a second angular displacement detecting method
includes a first light intensity distribution acquiring step of
acquiring a first light intensity distribution through the
optical detection element in a state in which one of a phase
pattern having linearity in at least one direction and a
spatially non-linear phase pattern is displayed in a first
region on the modulation surface corresponding to one of
the plurality of lenses or two or more lenses adjacent to each
other and the other is displayed in a region surrounding the
first region; a second light intensity distribution acquiring
step of acquiring a second light intensity distribution
through the optical detection element in a state in which one
of a phase pattern having linearity in at least one direction
and a spatially non-linear phase pattern is displayed in a
second region which is a region separate from the first region
on the modulation surface corresponding to one of the
plurality of lenses or two or more lenses adjacent to each
other and the other is displayed in a region surrounding the
second region; and an angle calculating step of obtaining the
amount of angular displacement between the modulation
surface and the wavefront sensor based on a slope of a
straight line connecting the converging spot corresponding
to the first region included in the first light intensity distri-
bution and the converging spot corresponding to the second
region included in the second light intensity distribution.

The first and second angular displacement detecting meth-
ods may further include: an adjusting step of adjusting an
angle around the optical image of at least one of the
modulation surface and the wavefront sensor so that the
amount of angular displacement calculated in the angle
calculating step is reduced.

Also, in the first and second angular displacement detect-
ing methods, the first and second regions may be regions
adjacent to each other or the first and second regions may be
regions separated from each other.

An imaging magnification detecting method for an adap-
tive optics system according to an aspect of the present
invention is a method of calculating imaging magnification
between a modulation surface and a wavefront sensor in the
adaptive optics system which includes a spatial light modu-
lator configured to spatially modulate a phase of an optical
image incident on the modulation surface and the wavefront
sensor including a lens array having a plurality of two-
dimensionally arranged lenses and an optical detection ele-
ment for detecting a light intensity distribution including
converging spots formed by the lens array and configured to
receive the optical image after the modulation from the
spatial light modulator and which compensates for wave-
front distortion by controlling a phase pattern displayed in
the spatial light modulator based on a wavefront shape of the
optical image obtained from the light intensity distribution.

A first imaging magnification detecting method includes a
light intensity distribution acquiring step of acquiring the
light intensity distribution through the optical detection
element in a state in which one of a phase pattern having
linearity in at least one direction and a spatially non-linear
phase pattern is displayed in first and second regions on the
modulation surface corresponding to one of the plurality of
lenses or two or more lenses adjacent to each other and the
other is displayed in a region surrounding the first and
second regions; and a magnification calculating step of
obtaining the imaging magnification between the modula-
tion surface and the wavefront sensor based on a distance
between the converging spot corresponding to the first
region and the converging spot corresponding to the second
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4

region included in the light intensity distribution obtained in
the light intensity distribution acquiring step.

Also, a second imaging magnification detecting method
includes a first light intensity distribution acquiring step of
acquiring a first light intensity distribution through the
optical detection element in a state in which one of a phase
pattern having linearity in at least one direction and a
spatially non-linear phase pattern is displayed in a first
region on the modulation surface corresponding to one of
the plurality of lenses or two or more lenses adjacent to each
other and the other is displayed in a region surrounding the
first region; a second light intensity distribution acquiring
step of acquiring a second light intensity distribution
through the optical detection element in a state in which one
of a phase pattern having linearity in at least one direction
and a spatially non-linear phase pattern is displayed in a
second region which is a region separate from the first region
on the modulation surface corresponding to one of the
plurality of lenses or two or more lenses adjacent to each
other and the other is displayed in a region surrounding the
second region; and a magnification calculating step of
obtaining the imaging magnification between the modula-
tion surface and the wavefront sensor based on a distance
between the converging spot corresponding to the first
region included in the first light intensity distribution and the
converging spot corresponding to the second region
included in the second light intensity distribution.

The first and second imaging magnification detecting
methods may further include an adjusting step of adjusting
the magnification of a light guide optical system arranged
between the modulation surface and the wavefront sensor so
that the imaging magnification calculated in the magnifica-
tion calculating step is close to predetermined imaging
magnification.

Also, the first and second imaging magnification detecting
methods may further include an adjusting step of adjusting
an optical distance between the modulation surface and the
wavefront sensor so that the imaging magnification calcu-
lated in the magnification calculating step is close to pre-
determined imaging magnification.

Also, the first and second imaging magnification detecting
methods may further include an adjusting step of adjusting
a size of a region on the modulation surface in which the
phase pattern for compensating for the wavefront distortion
is displayed based on the imaging magnification calculated
in the magnification calculating step.

Also, in the first and second imaging magnification
detecting methods, the first and second regions may be
regions adjacent to each other or the first and second regions
may be regions separated from each other.

Also, an adaptive optics system according to an aspect of
the present invention includes: a spatial light modulator
configured to spatially modulate a phase of an optical image
incident on a modulation surface; a wavefront sensor includ-
ing a lens array having a plurality of two-dimensionally
arranged lenses and an optical detection element for detect-
ing a light intensity distribution including converging spots
formed by the lens array and configured to receive the
optical image after the modulation from the spatial light
modulator; and a control unit configured to compensate for
wavefront distortion by controlling a phase pattern displayed
in the spatial light modulator based on a wavefront shape of
the optical image obtained from the light intensity distribu-
tion.

In a first adaptive optics system, the control unit acquires
the light intensity distribution through the optical detection
element in a state in which one of a phase pattern having
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linearity in at least one direction and a spatially non-linear
phase pattern is displayed in first and second regions on the
modulation surface corresponding to one of the plurality of
lenses or two or more lenses adjacent to each other and the
other is displayed in a region surrounding the first and
second regions and obtains the amount of angular displace-
ment between the modulation surface and the wavefront
sensor based on a slope of a straight line connecting the
converging spot corresponding to the first region and the
converging spot corresponding to the second region
included in the light intensity distribution.

Also, in a second adaptive optics system, the control unit
acquires a first light intensity distribution through the optical
detection element in a state in which one of a phase pattern
having linearity in at least one direction and a spatially
non-linear phase pattern is displayed in a first region on the
modulation surface corresponding to one of the plurality of
lenses or two or more lenses adjacent to each other and the
other is displayed in a region surrounding the first region,
acquires a second light intensity distribution through the
optical detection element in a state in which one of a phase
pattern having linearity in at least one direction and a
spatially non-linear phase pattern is displayed in a second
region which is a region separate from the first region on the
modulation surface corresponding to one of the plurality of
lenses or two or more lenses adjacent to each other and the
other is displayed in a region surrounding the second region,
and obtains the amount of angular displacement between the
modulation surface and the wavefront sensor based on a
slope of a straight line connecting the converging spot
corresponding to the first region included in the first light
intensity distribution and the converging spot corresponding
to the second region included in the second light intensity
distribution.

Also, in a third adaptive optics system, the control unit
acquires the light intensity distribution through the optical
detection element in a state in which one of a phase pattern
having linearity in at least one direction and a spatially
non-linear phase pattern is displayed in first and second
regions on the modulation surface corresponding to one of
the plurality of lenses or two or more lenses adjacent to each
other and the other is displayed in a region surrounding the
first and second regions, and obtains the imaging magnifi-
cation between the modulation surface and the wavefront
sensor based on a distance between the converging spot
corresponding to the first region and the converging spot
corresponding to the second region included in the light
intensity distribution.

Also, in a fourth adaptive optics system, the control unit
acquires a first light intensity distribution through the optical
detection element in a state in which one of a phase pattern
having linearity in at least one direction and a spatially
non-linear phase pattern is displayed in a first region on the
modulation surface corresponding to one of the plurality of
lenses or two or more lenses adjacent to each other and the
other is displayed in a region surrounding the first region,
acquires a second light intensity distribution through the
optical detection element in a state in which one of a phase
pattern having linearity in at least one direction and a
spatially non-linear phase pattern is displayed in a second
region which is a region separate from the first region on the
modulation surface corresponding to one of the plurality of
lenses or two or more lenses adjacent to each other and the
other is displayed in a region surrounding the second region,
and obtains the imaging magnification between the modu-
lation surface and the wavefront sensor based on a distance
between the converging spot corresponding to the first

10

15

20

25

30

35

40

45

50

55

60

65

6

region included in the first light intensity distribution and the
converging spot corresponding to the second region
included in the second light intensity distribution.

Advantageous Effects of Invention

According to an angular displacement detecting method
for an adaptive optics system and an adaptive optics system
according to an aspect of the present invention, it is possible
to easily detect angular displacement about an optical axis
between a modulation surface of a spatial light modulator
and a wavefront sensor. Also, according to an imaging
magnification detecting method for an adaptive optics sys-
tem and an adaptive optics system according to an aspect of
the present invention, it is possible to easily detect imaging
magnification between a modulation surface of a spatial
light modulator and a wavefront sensor.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram schematically illustrating a configu-
ration of an adaptive optics system according to an embodi-
ment.

FIG. 2 is a cross-sectional view schematically illustrating
a configuration of a wavefront sensor of an embodiment and
illustrates a cross section along an optical axis of an optical
image.

FIG. 3 is a view of a lens array provided in the wavefront
sensor viewed in an optical axis direction of an optical
image.

FIG. 4 is a view of an image sensor provided in the
wavefront sensor viewed in the optical axis direction of the
optical image.

FIG. 5 is a cross-sectional view schematically illustrating
an LCOS type spatial light modulator as an example of a
spatial light modulator of an embodiment and illustrates a
cross section along the optical axis of the optical image.

FIG. 6 is a front view of a modulation surface of the
spatial light modulator.

FIG. 7 is a conceptual view illustrating the principle of an
adjustment method in an embodiment.

FIG. 8 is a diagram conceptually illustrating a special
phase pattern displayed on the modulation surface.

FIG. 9 is a diagram conceptually illustrating light inten-
sity distribution data (Shack-Hartmann-Gram) detected by
the image sensor of the wavefront sensor.

FIG. 10 is a diagram conceptually illustrating a relative
relation between the modulation surface and the lens array.

FIG. 11 is a diagram illustrating a state of a position
change in a converging spot of the light intensity distribution
data due to angular displacement between the modulation
surface and the wavefront sensor.

FIG. 12 is a diagram illustrating a random distribution in
which a distribution of magnitudes of phases is irregular as
an example of a spatially non-linear phase pattern.

FIG. 13 is a diagram illustrating a defocus distribution
which increases a diameter of a converging spot as an
example of the spatially non-linear phase pattern.

FIG. 14 is a diagram illustrating a distribution which
causes a large spherical aberration in an optical image as an
example of the spatially non-linear phase pattern.

FIG. 15 is a diagram illustrating a distribution which
causes an aberration including a high-order aberration in the
optical image as an example of the spatially non-linear phase
pattern.
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FIG. 16 illustrates an example of a phase pattern in which
a common phase distribution (for example, a defocus dis-
tribution) is arranged for every two or more regions.

FIG. 17 illustrates an example of a phase pattern in which
different phase distributions (for example, phase distribu-
tions in which an aberration including a high-order aberra-
tion is caused) are arranged for every two or more regions.

FIG. 18 is a diagram illustrating a phase distribution in
which phase values are substantially uniform across the
entire surface of the modulation surface as an example of a
phase pattern having linearity in at least one direction.

FIG. 19 is a block diagram illustrating an example of an
internal configuration of a control unit.

FIG. 20 is a flowchart illustrating an angular displacement
detecting method and an operation of an adaptive optics
system according to a first embodiment.

FIG. 21 is a flowchart illustrating an angular displacement
detecting method and an operation of a control unit accord-
ing to a second embodiment.

FIG. 22 is a diagram conceptually illustrating a phase
pattern of a first modified example.

FIG. 23 is a diagram conceptually illustrating another
phase pattern of the first modified example.

FIG. 24 is a diagram conceptually illustrating a special
phase pattern for detecting an amount of angular displace-
ment to be displayed on a modulation surface in a third
embodiment.

FIG. 25(a) is a diagram conceptually illustrating a relative
relation between each region on the modulation surface and
a lens array and illustrates the case in which there is no
angular displacement between the modulation surface and
the wavefront sensor and the case in which there is no
positional displacement between the modulation surface and
the wavefront sensor. FIG. 25(b) is a diagram illustrating
light intensity distribution data in the case illustrated in FIG.
25(a).

FIG. 26(a) is a diagram conceptually illustrating a relative
relation between each region on the modulation surface and
a lens array and illustrates the case in which angular dis-
placement (displacement amount 0) occurs between the
modulation surface and the wavefront sensor.

FIG. 26(b) is a diagram illustrating light intensity distri-
bution data in the case illustrated in FIG. 26(a).

FIG. 27(a) is a diagram conceptually illustrating a relative
relation between each region on the modulation surface and
a lens array and illustrates the case in which positional
displacement occurs within a surface perpendicular to an
optical axis of the optical image in addition to angular
displacement (displacement amount 0) between the modu-
lation surface and the wavefront sensor. FIG. 27(b) is a
diagram illustrating light intensity distribution data in the
case illustrated in FIG. 27(a).

FIG. 28 is a flowchart illustrating an angular displacement
detecting method and an operation of a control unit accord-
ing to a third embodiment.

FIG. 29 is a flowchart illustrating an imaging magnifica-
tion detecting method and an operation of a control unit
according to a fourth embodiment.

FIG. 30 is a flowchart illustrating an imaging magnifica-
tion detecting method and an operation of a control unit
according to a fifth embodiment.

FIG. 31 is a diagram illustrating an example of an
arrangement of first and second regions.

FIG. 32 is a diagram illustrating an example of an
arrangement of first and second regions.

FIG. 33 is a diagram illustrating a phase distribution in
which phase values are inclined in a first direction (for
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example, a row direction) and phase values are substantially
uniform in a second direction (for example, a column
direction) intersecting the first direction.

FIG. 34 is a diagram illustrating a phase distribution in
which phase values are inclined in both the first direction
(for example, the row direction) and the second direction
(for example, the column direction).

FIG. 35 is a diagram illustrating a phase distribution
having a cylindrical lens effect in the first direction and in
which phase values are substantially uniform in the second
direction as an example of a phase pattern having linearity
in at least one direction.

FIG. 36 is a diagram illustrating a phase distribution
constituting a diffraction grating in the first direction and in
which phase values are substantially uniform in the second
direction as an example of a phase pattern having linearity
in at least one direction.

FIG. 37 is a diagram illustrating an example of a com-
posite pattern obtained by superimposition.

FIG. 38 is a diagram illustrating a modified example of a
lens array.

FIG. 39 is a diagram illustrating an example of the case
in which sizes of first and second regions are configured to
be variable.

DESCRIPTION OF EMBODIMENTS

Hereinafter, embodiments of an angular displacement
detecting method for an adaptive optics system, an imaging
magnification detecting method for an adaptive optics sys-
tem, and an adaptive optics system according to an aspect of
the present invention will be described with reference to the
accompanying drawings. Also, the same elements are
assigned the same reference signs in the description of the
drawings and redundant description thereof will be omitted.
Also, in the following description, it is assumed that a
“phase distribution” indicates two-dimensionally distributed
phase values, a “phase pattern” indicates a pattern obtained
by coding the phase distribution (two-dimensional phase
values) based on a certain standard, and a “phase profile”
indicates a distribution of phase values in a certain direction
(line) in the phase distribution.

(First Embodiment)

FIG. 1 is a diagram schematically illustrating a configu-
ration of an adaptive optics system 10 according to this
embodiment. The adaptive optics system 10, for example, is
embedded in an ophthalmologic inspection apparatus, a
laser processing apparatus, a microscope apparatus, an adap-
tive optics apparatus, or the like. This adaptive optics system
10 includes a spatial light modulator (SLM) 11, a wavetront
sensor 12, a control unit 13, a beam splitter 14, relay lenses
15 and 16, and a control circuit unit 17.

The spatial light modulator 11 receives an optical image
La by a modulation surface 11a which displays a phase
pattern and modulates a wavefront shape of the optical
image La to output the modulated wavefront shape. The
optical image La incident on the spatial light modulator 11,
for example, is light emitted from a laser light source or a
super luminescent diode (SLD) or reflected light, scattered
light, fluorescent light, or the like generated from an obser-
vation object irradiated with light. The wavefront sensor 12
provides the control unit 13 with data S1 including infor-
mation about the wavefront shape of the optical image La
reaching from the spatial light modulator 11 (typically
indicating distortion of a wavefront, that is, displacement of
a wavefront from a reference wavefront, shown due to an
aberration of an optical system). The control unit 13 gener-
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ates a control signal S2 for displaying a phase pattern
suitable for the spatial light modulator 11 based on the data
S1 obtained from the wavefront sensor 12. In an example,
the control unit 13 includes an input unit configured to input
the data S1 from the wavefront sensor 12, an aberration
calculation unit configured to calculate an aberration from
the data S1, a phase pattern calculation unit configured to
calculate a phase pattern to be displayed in the spatial light
modulator 11, and a signal generation unit configured to
generate the control signal S2 according to the calculated
phase pattern. The control circuit unit 17 receives the control
signal S2 from the control unit 13 and applies a voltage V1
based on the control signal S2 to a plurality of electrodes of
the spatial light modulator 11.

The beam splitter 14 is arranged between the wavefront
sensor 12 and the spatial light modulator 11 and branches the
optical image La. The beam splitter 14 may be a beam
splitter of a polarization direction independent type, a polar-
ization direction dependent type, or a wavelength dependent
type (dichroic mirror). One optical image La branched by
the beam splitter 14, for example, is sent to an optical
detection element 18 such as a CCD, a photomultiplier tube,
or an avalanche photodiode. The optical detection element
18, for example, is embedded in a scanning laser ophthal-
moscope (SLO), an optical coherence tomography (OCT)
camera, an ocular fundus camera, a microscope, a telescope,
or the like. In addition, the other optical image La branched
by the beam splitter 14 is incident on the wavefront sensor
12.

The relay lenses 15 and 16 are arranged side by side in an
optical axis direction between the spatial light modulator 11
and the wavefront sensor 12. The spatial light modulator 11
and the wavefront sensor 12 are maintained in a mutually
optical conjugate relation by the relay lenses 15 and 16.
Also, an optical imaging lens and/or a polarization mirror,
etc. may be further arranged between the spatial light
modulator 11 and the wavefront sensor 12.

FIG. 2 is a cross-sectional view schematically illustrating
a configuration of the wavefront sensor 12 of this embodi-
ment and illustrates a cross section along the optical axis of
the optical image La. FIG. 3 is a view of a lens array 120
provided in the wavefront sensor 12 viewed in the optical
axis direction of the optical image La. FIG. 4 is a view of an
image sensor (optical detection element) 122 provided in the
wavefront sensor 12 viewed in the optical axis direction of
the optical image La.

Although the wavefront sensor 12 may be of an interfer-
ence type or a non-interference type, the non-interference
type Shack-Hartmann wavefront sensor having the lens
array 120 and the image sensor 122 is used as the wavefront
sensor 12 in this embodiment. When the non-interference
type wavefront sensor is used, there is an advantage in that
vibration insensitivity is excellent and a configuration of the
wavefront sensor and a process of calculating measurement
data can be simpler than when the interference type wave-
front sensor is used.

As illustrated in FIG. 3, the lens array 120 has N (N is an
integer greater than or equal to 4) lenses 124. The N lenses
124, for example, are arranged in a two-dimensional lattice
shape of Na rows and Nb columns (Na and Nb are integers
greater than or equal to 2).

Also, the image sensor 122 illustrated in FIG. 2 has a light
receiving surface 122q at a position overlapping a back focal
plane of the N lenses 124 constituting the lens array 120 and
detects a light intensity distribution including N converging
spots P formed by the N lenses 124. As illustrated in FIG. 4,
the image sensor 122 is configured to include a plurality of
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pixels 1225 arranged in a two-dimensional lattice shape of
Ma rows and Mb columns (Ma and Mb are integers greater
than or equal to 2). An array pitch of the pixels 1225 of the
image sensor 122 is configured to be sufficiently less than an
array pitch of the lenses 124 so that a magnitude of dis-
placement of a converging image position from the refer-
ence position can be detected with high precision.

In the control unit 13 to be described below, a wavefront
shape (a distribution of phase gradients) of the optical image
La is measured based on a light intensity distribution
detected by the image sensor 122. That is, a magnitude of
displacement between the position of the converging spot P
by the lens 124 and the reference position is proportional to
a slope of a local wavefront of the optical image La incident
on the lens 124. Accordingly, it is possible to calculate the
magnitude of the positional displacement of the converging
spot P from the reference position for each lens 124 and
measure a wavefront shape of the optical image La based on
the positional displacement of the converging spot P.

It is possible to designate a position at which an optical
axis of each of the plurality of lenses 124 intersects the light
receiving surface 122a of the image sensor 122 as the
reference position to be used to calculate the magnitude of
the displacement of the converging image position. This
position is easily obtained through center-of-gravity calcu-
lation using a converging image obtained by causing parallel
plane waves to be perpendicularly incident on each lens 124.

The spatial light modulator 11 is an element which
receives the optical image La from a light source or an
observation object and modulates a wavefront of the optical
image La to output the modulated wavefront. Specifically,
the spatial light modulator 11 has a plurality of pixels
(control points) arranged in a two-dimensional lattice shape
and changes a modulation amount (for example, a phase
modulation amount) of each pixel according to the control
signal S2 provided from the control unit 13. The spatial light
modulator 11, for example, includes a liquid crystal on
silicon spatial light modulator (LCOS-SLM), a program-
mable phase modulator (PPM), a liquid crystal display
(LCD), micro electro mechanical systems (MEMS), or an
electrical address type spatial light modulator formed by
coupling an LLCD element and an optical address type
liquid-crystal spatial light modulator. Also, although the
reflection type spatial light modulator 11 is illustrated in
FIG. 1, the spatial light modulator 11 may be of a transmis-
sion type.

FIG. 5 is a cross-sectional view schematically illustrating
an LCOS type spatial light modulator as an example of the
spatial light modulator 11 of this embodiment and illustrates
a cross section along the optical axis of the optical image La.
This spatial light modulator 11 includes a transparent sub-
strate ill, a silicon substrate 112, a plurality of pixel elec-
trodes 113, a liquid crystal unit (modulation unit) 114, a
transparent electrode 115, oriented films 116a and 1165, a
dielectric mirror 117, and a spacer 118.

The transparent substrate 111 is formed of a material
which transmits the optical image La and arranged along a
main surface of the silicon substrate 112. The plurality of
pixel electrodes 113 are arranged in a two-dimensional
lattice shape on the main surface of the silicon substrate 112
and constitute pixels of the spatial light modulator 11. The
transparent electrode 115 is arranged on the surface of the
transparent substrate 111 opposite to the plurality of pixel
electrodes 113. The liquid crystal unit 114 is arranged
between the plurality of pixel electrodes 113 and the trans-
parent electrode 115. The oriented film 116a is arranged
between the liquid crystal unit 114 and the transparent
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electrode 115 and the oriented film 1165 is arranged between
the liquid crystal unit 114 and the plurality of pixel elec-
trodes 113. The dielectric mirror 117 is arranged between the
oriented film 1165 and the plurality of pixel electrodes 113.
The dielectric mirror 117 reflects the optical image La
incident from the transparent substrate 111 and transmitted
through the liquid crystal unit 114 and causes the optical
image La to be re-emitted from the transparent substrate 111.

Also, the spatial light modulator 11 further includes a
pixel electrode circuit (active matrix drive circuit) 119
configured to control a voltage to be applied between the
plurality of pixel electrodes 113 and the transparent elec-
trode 115. When the voltage is applied from the pixel
electrode circuit 119 to any pixel electrode 113, a refractive
index of the liquid crystal unit 114 on the pixel electrode 113
changes according to a magnitude of an electric field gen-
erated between the pixel electrode 113 and the transparent
electrode 115. Accordingly, an optical path length of the
optical image La transmitted through a relevant part of the
liquid crystal unit 114 changes and consequently a phase of
the optical image La changes. By applying voltages of
various magnitudes to the plurality of pixel electrodes 113,
it is possible to electrically write a spatial distribution of a
phase adjustment amount and implement various wavefront
shapes if necessary.

FIG. 6 is a front view of a modulation surface 11a of the
spatial light modulator 11. As illustrated in FIG. 6, the
modulation surface 11a is configured to include a plurality
of pixels 115 arranged in a two-dimensional lattice shape of
Pa rows and Pb columns (Pa and Pb are integers greater than
or equal to 2). Also, each of the plurality of pixels 115 is
constituted of one of the plurality of pixel electrodes 113.

Description will now return to FIG. 1. In this adaptive
optics system 10, the optical image La from a light source
or an observation object (not illustrated) is first incident on
the spatial light modulator 11 as substantially parallel light.
The optical image [L.a modulated by the spatial light modu-
lator 11 is incident on the beam splitter 14 via the relay
lenses 15 and 16 and is branched into two optical images.
One optical image La after the branching is incident on the
wavefront sensor 12. The data S1 including the wavefront
shape (for example, a phase distribution) of the optical
image La is generated in the wavefront sensor 12 and the
data S1 is provided to the control unit 13. The control unit
13 calculates the wavefront shape (phase distribution) of the
optical image La if necessary based on the data S1 from the
wavefront sensor 12 and outputs the control signal S2
including the phase pattern for appropriately compensating
for wavefront distortion of the optical image La to the spatial
light modulator 11. Thereafter, the non-distortion optical
image La compensated for by the spatial light modulator 11
is branched by the beam splitter 14 and is incident on the
optical detection element 18 via an optical system (not
illustrated) and captured.

Here, a coordinate system in the modulation surface 11a
of the spatial light modulator 11 and the detection surface of
the wavefront sensor 12 is set as follows. That is, two
directions parallel to the modulation surface 11a of the
spatial light modulator 11 and orthogonal to each other are
designated as an x-axis direction and a y-axis direction in the
modulation surface 11a and two directions parallel to the
detection surface of the wavefront sensor 12 and orthogonal
to each other are designated as an x-axis direction and a
y-axis direction in the detection surface. However, the x axis
in the modulation surface 11a of the spatial light modulator
11 and the x axis in the detection surface of the wavefront
sensor 12 are directed to be opposite to each other and the
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y axis in the modulation surface 11a of the spatial light
modulator 11 and the y axis in the detection surface of the
wavefront sensor 12 are directed to be opposite to each
other. Also, the center of the modulation surface 11a of the
spatial light modulator 11 is designated as the origin of the
coordinate system in the modulation surface 11« and a point
obtained by mapping the center of the modulation surface
11a to the detection surface of the wavefront sensor 12 is
designated as the origin of the coordinate system in the
detection surface.

At this time, the phase of the wavefront at a position (Xs,
Ys) on the modulation surface 1la of the spatial light
modulator 11 is mapped one-to-one to the phase of the
wavefront at a position (Xc, Yc) on the detection surface of
the wavefront sensor 12, and a relation between them is
expressed by the following Formulas (1) when there is no
angular displacement about the optical axis between the
modulation surface 11a and the detection surface.

[Math 1]
X 1
xso Xe 9]
M
Ye
Ys=—
M

Here, M denotes magnifications of the relay lenses 15 and
16. Also, the magnification M included in Formulas (1) is
known in many cases.

However, the angular displacement about the optical axis
may occur between the modulation surface 11a and the
detection surface of the wavefront sensor 12 due to vibration
at the time of transportation or in an installation place or
deformation or the like of a member for holding the wave-
front sensor or the spatial light modulator by heat. In an
angular displacement adjusting method for the adaptive
optics system according to this embodiment, a special phase
pattern for adjustment is displayed in the spatial light
modulator 11 and a feature caused by the phase pattern is
detected in the wavefront sensor 12, so that an amount of
angular displacement between the wavefront sensor 12 and
the modulation surface 11q is acquired. If necessary, angular
adjustment between the modulation surface 11a and the
wavefront sensor 12 is performed based on the amount of
angular displacement.

Hereinafter, a method of detecting the amount of angular
displacement between the modulation surface 11a and the
wavefront sensor 12 will be described in detail. Also, the
detecting method is stored as a program inside a storage
region 13a of the control unit 13 illustrated in FIG. 1 and the
control unit 13 performs the detecting method by reading the
program.

FIG. 7 is a conceptual view illustrating the principle of the
detecting method according to this embodiment. In FIG. 7,
the relay lenses 15 and 16, a wavefront W1 of an optical
image incident on the modulation surface 11a, a wavefront
W2 of the optical image emitted from the modulation
surface 11a, and a wavefront W3 of the optical image
incident on the wavefront sensor 12 are illustrated in addi-
tion to the modulation surface 11a of the spatial light
modulator 11 and the wavefront sensor 12 (the lens array
120 and the image sensor 122). The wavefront W2 obtained
by applying a wavefront according to the phase pattern
displayed in the spatial light modulator 11 to the incident
wavefront W1 is emitted from the spatial light modulator 11.
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The wavefront W3 via a conjugate optical system including
the relay lenses 15 and 16 is incident on the wavefront
sensor 12. In addition, the optical image La emitted from the
region on the modulation surface 11a corresponding to one
lens 124 and reaching the lens 124 is illustrated in FIG. 7.

Here, FIG. 8 is a diagram conceptually illustrating a
special phase pattern displayed on the modulation surface
11a. As illustrated in FIG. 8, a first phase pattern having
linearity in at least one direction is displayed in a first region
B1 on the modulation surface 114 having a size correspond-
ing to one lens 124 and a second region B2 on the modu-
lation surface 11a separated from the first region B1 and
having a size corresponding to another lens 124. The first
phase pattern, for example, is implemented to include a
substantially uniform phase distribution, a phase distribution
inclined in at least one direction, or the like. Alternatively,
the first phase pattern is implemented to include a phase
distribution having a cylindrical lens effect in a certain first
direction and substantially uniform in a second direction
intersecting the first direction or a phase distribution con-
stituting a diffraction grating in the first direction and
substantially uniform in the second direction intersecting
(for example, orthogonal to) the first direction.

Also, simultaneously, a spatially non-linear second phase
pattern (for example, a random distribution in which a
distribution of magnitudes of phases is irregular, a defocus
distribution which increases a diameter of a converging spot,
or the like) is displayed in a region B3 surrounding the first
region B1 and the second region B2 on the modulation
surface 11a. Then, a wavefront of a part corresponding to the
region B3 in the emission wavefront W2 is disturbed (part
A1l of FIG. 7). The disturbance of the wavefront occurs even
in a part incident on the lens 124 corresponding to the region
B3 in the incident wavefront W3 for the wavefront sensor 12
(part A2 of FIG. 7). Thereby, the converging spot P formed
by the lens 124 diverges and the converging spot P is not
formed, the maximum luminance of the spot is reduced, or
a spot diameter is widened. That is, only the converging spot
corresponding to the region B3 with degraded clarity can be
formed.

On the other hand, the wavefront is incident on the lens
124 without being disturbed in at least one direction accord-
ing to a first phase pattern having linearity in the at least one
direction in parts (parts A3 and A4 of FIG. 7) corresponding
to the first and second regions B1 and B2 in the wavefronts
W2 and W3. Accordingly, the converging spot P is clearly
formed by the lens 124.

FIG. 9 is a diagram conceptually illustrating light inten-
sity distribution data (Shack-Hartmann-Gram) detected by
the image sensor 122 of the wavefront sensor 12. FIG. 9(a)
illustrates light intensity distribution data D1 of the case in
which a phase pattern having linearity in at least one
direction is displayed in the regions B1 and B2 and the
spatially non-linear phase pattern is displayed in the region
B3. FIG. 9(b) illustrates light intensity distribution data D2
of the case in which a phase pattern having linearity in all
regions is displayed for comparison.

When the phase pattern having the linearity in all the
regions is displayed as illustrated in FIG. 9(b), N converging
spots P corresponding to N lenses 124 are included in the
light intensity distribution data. On the other hand, when the
phase pattern having the linearity in the at least one direction
is displayed in the regions B1 and B2 and the spatially
non-linear phase pattern is displayed in the region B3 as
illustrated in FIG. 9(a), two converging spots P correspond-
ing to the regions Bl and B2 are included in the light
intensity distribution data, but the converging spot corre-
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sponding to the region B3 is not formed, the maximum
luminance of the spot is reduced, or the spot diameter is
widened. That is, only the converging spot corresponding to
the region B3 with degraded clarity is formed.

Here, FIG. 10 is a diagram conceptually illustrating a
relative relation between the modulation surface 11a and the
lens array 120. FIG. 10(a) illustrates the case in which there
is no angular displacement between the modulation surface
11a and the wavefront sensor 12, that is, the case in which
an arrangement direction of the modulation surface 11a and
an arrangement direction of the lens 124 (indicated by a
broken line in the drawing) are aligned. In this case, N
regions 11¢ (indicated by a bold line in the drawing) in the
modulation surface 11a correspond to the N lenses 124.
Also, the plurality of pixels 115 are included in each region
1lc.

In contrast, when angular displacement occurs between
the modulation surface 11a and the wavefront sensor 12,
displacement occurs at relative positions between the N
regions 11¢ of the modulation surface 11a and the N lenses
124 as illustrated in FIG. 10(5). The optical image La from
the region 1lc¢ separated from the center of the angular
displacement is incident on another lens 124 different from
the lens 124 corresponding to the region 1lc.

The light intensity distribution data D1 illustrated in FIG.
9(a) changes as follows due to such angular displacement.
FIG. 11 is a diagram illustrating a state of a position change
in a converging spot P of the light intensity distribution data
D1 due to angular displacement between the modulation
surface 11a and the wavefront sensor 12. When there is no
angular displacement between the modulation surface 11a
and the wavefront sensor 12, the two converging spots P1
corresponding to the regions B1 and B2 are formed at
predetermined positions. However, when the angular dis-
placement occurs between the modulation surface 11a and
the wavefront sensor 12, the two converging spots P2
corresponding to the regions B1 and B2 are formed at
different positions from the above-described converging
spots P1 as illustrated in FIG. 11.

A relative positional relation between two converging
spots P2 is uniquely defined according to an amount of
angular displacement between the modulation surface 11a
and the wavefront sensor 12. Specifically, an angle 6 formed
by a line segment [.1 connecting the two converging spots
P1 and a line segment [.2 connecting the two converging
spots P2 matches the amount of angular displacement
between the modulation surface 1la and the wavefront
sensor 12. Therefore, it is possible to know the amount 6 of
angular displacement between the modulation surface 11a
and the wavefront sensor 12 by investigating the relative
positional relation between the converging spot P corre-
sponding to the region B1 and the converging spot P
corresponding to the region B2 included in the light intensity
distribution data D1. Also, the angular displacement amount
0 is calculated according to the following Formula (2).

[Math 2]

sl
ol

6= arccos[

] @

Here, a and b denote direction vectors of the line segments
L1 and L.2. In addition, the angular displacement amount 6
may be calculated by substituting a direction vector of a line

=
=
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segment connecting the centers of the regions B1 and B2

into the direction vector a of the line segment L1.

Here, an example of a “spatially non-linear second phase
pattern” displayed in the region B3 of FIG. 8 is shown.
FIGS. 12 to 15 are diagrams illustrating examples of such a
phase pattern, wherein a magnitude of a phase is shown
according to light and shade, a phase of a darkest part is O
(rad), and a phase of a brightest part is 27 (rad).

FIG. 12 illustrates a random distribution in which a
distribution of magnitudes of phases is irregular. Also, an
example in which a graph of a phase modulation amount at
one position of each of row and column directions is also
illustrated in FIG. 12. When this phase pattern is displayed
in the region B3, the optical image La of a relevant part
diverges and a clear converging spot P is not formed. FIG.
13 illustrates a defocus distribution which increases a diam-
eter of a converging spot P. Even in FIG. 13, an example of
a graph of a phase modulation amount at one position of
each of row and column directions is illustrated. When such
a phase pattern is displayed in the region B3, a clear
converging spot P is not formed because the optical image
La of the relevant part is conversely widened without
converging. FIG. 14 illustrates a distribution which causes a
large spherical aberration in the optical image La. FIG. 15
illustrates a distribution which causes an aberration includ-
ing a large high-order aberration in the optical image La.
Even when the phase pattern illustrated in FIG. 14 or 15 is
displayed in the region B3, the clear converging spot P is not
formed. The spatially non-linear second phase pattern may
include at least one of the above-described distributions or
may include a composite pattern in which at least one of the
above-described distributions and a linear phase pattern are
superimposed.

Also, the non-linear second phase pattern displayed in the
region B3 may include a common phase distribution for
every two or more regions formed by dividing the region B3
and may include different phase distributions for every two
or more regions formed by dividing the region B3. FIG. 16
illustrates an example of a phase pattern in which a common
phase distribution (for example, a defocus distribution) is
arranged for every two or more regions formed by dividing
the region B3. Also, FIG. 17 illustrates an example of a
phase pattern in which different phase distributions (for
example, phase distributions which cause an aberration
including a high-order aberration) are arranged for every
two or more regions formed by dividing the region B3.

A “first phase pattern having linearity in at least one
direction” displayed in the regions B1 and B2 of FIG. 8, for
example, is implemented by a phase distribution in which
phase values are substantially uniform across the entire
surface of the modulation surface 11a. FIG. 18 is a diagram
illustrating such a phase pattern, wherein the magnitude of
the phase is indicated by light and shade as in FIGS. 12 to
17. Because the wavefront of the optical image La of the
relevant part is flat when the phase pattern as illustrated in
FIG. 18 is displayed in the regions B1 and B2, the clear
converging spot P is formed by the lens 124.

FIG. 19 is a block diagram illustrating an example of an
internal configuration of the control unit 13 of this embodi-
ment. The control unit 13 can be configured to include a
pattern creation unit 135 and a calculation processing unit
13¢. Also, the pattern creation unit 135 and the calculation
processing unit 13¢ are stored as a program inside the
storage region 13a of the control unit 13 illustrated in FIG.
1 and implemented by the control unit 13 reading and
executing the program.
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The pattern creation unit 135 creates a special phase
pattern for detecting an amount of angular displacement
between the modulation surface 1la and the wavefront
sensor 12, that is, a phase pattern including the regions B1
to B3. Also, the phase pattern is sent as a control signal S2
from the pattern creation unit 135 to the control circuit unit
17.

Here, a special phase pattern PA for detecting the angular
displacement amount, for example, is expressed by the
following Formula (3).

[Math 3]

a (n, m) C ROI
rand() (n,m) ¢ ROI

{ 3
Paln,m)=

Here, a denotes a certain constant and is an example of a first
phase pattern having linearity in at least one direction. Also,
rand( ) denotes a random function and is an example of a
spatially non-linear second phase pattern. (n, m) denotes
coordinates in units of pixels on the modulation surface 11a.
ROI is defined as a reference sign denoting the regions B1
and B2.

As described above, each of the regions B1 and B2 in this
embodiment has a size corresponding to one lens 124. When
the plurality of lenses 124 are arranged in a two-dimensional
lattice shape as illustrated in FIG. 3 in the lens array 120,
shapes of the regions B1 and B2 become squares. Accord-
ingly, the above Formula (3) can be modified as in the
following Formula (4).

[Math 4]
a |n—x01|5g,|m—ycllﬁg @)
Paln,m) =1 |ﬂ—xczlﬁg,|m—y02|5;
rand() (n, m) ¢ ROI

Here, (xc,, yc,) is center coordinates of the region B1, (xc,,
y¢,) is center coordinates of the region B2, w is the number
of pixels of one side of the region B1 or B2, and a' is the
same constant as the constant a or a different constant from
the constant a. Also, assuming that an array pitch of the
pixels 115 in the modulation surface 11a is denoted by
sImPITCH, an array pitch of the lenses 124 in the lens array
120 is denoted by mlaPITCH, and imaging magnification of
an optical system between the modulation surface 11a and
the lens surface of the lens array 120 is denoted by M, the
number of pixels w of one side of the region B1 or B2 is
expressed by the following Formula (5).

[Math 5]

1 ><mlaPITCH
M~ slmPITCH

®

w=

In other words, a width (=wxslmPITCH) of the region B1 or
B2 in an array direction of the plurality of lenses 124 is
(1/M) times the array pitch mlaPITCH of the plurality of
lenses 124.
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When the above-described phase pattern P, is displayed
on the modulation surface 11q, the calculation processing
unit 13¢ acquires the light intensity distribution data S1
output from the wavefront sensor 12. The calculation pro-
cessing unit 13¢ calculates a center of gravity position of
each converging spot P included in the light intensity
distribution data S1 according to an algorithm that will be
described below. The calculation processing unit 13¢ calcu-
lates an amount of angular displacement between the modu-
lation surface 11a and the wavefront sensor 12 based on the
center of gravity position of the converging spot P corre-
sponding to the region B1 and the center of gravity position
of the converging spot P corresponding to the region B2.

An operation of the adaptive optics system 10 including
detection of the amount of angular displacement between the
modulation surface 11a and the wavefront sensor 12
described above will be described with reference to FIG. 20.
FIG. 20 is a flowchart illustrating the operation and angular
displacement detecting method of the adaptive optics system
10 of this embodiment. Also, the angular displacement
detecting method is stored as a program for the adaptive
optics system inside the storage region 13a of the control
unit 13 illustrated in FIG. 1 and the control unit 13 executes
the angular displacement detecting method by reading the
program.

In the adaptive optics system 10, initial processing of the
control unit 13 is first performed (step S11). In this initial
processing step S11, for example, the securement of a
memory region necessary for a calculation process, initial
setting of parameters, etc. are performed. Also, in step S11,
the center of the region B1 or B2 may be designated in any
pixel of the modulation surface 11a as the initial processing
of the special phase pattern P, for detecting the angular
displacement amount.

Next, the control unit 13 creates the special phase pattern
P, for detecting the angular displacement amount and dis-
plays the created special phase pattern P, on the modulation
surface 11a (step S12). In this step S12, the phase pattern
(for example, see FIG. 18) having linearity in at least one
direction is displayed in the regions B1 and B2 on the
modulation surface 11a corresponding to two lenses 124 of
the plurality of lenses 124 of the lens array 120 and the
spatially non-linear phase pattern (for example, see FIGS. 12
to 15) is displayed in the region B3 surrounding the regions
B1 and B2.

Subsequently, the control unit 13 acquires the light inten-
sity distribution data (hereinafter referred to as light inten-
sity distribution data D ) through the image sensor 122 in a
state in which the above-described phase pattern P, is
displayed (step S13, light intensity distribution acquiring
step).

Subsequently, the control unit 13 specifies position coor-
dinates of each converging spot P by calculating centers of
gravity of two converging spots P included in the light
intensity distribution data D, (step S14). Position coordi-
nates (xp, yp) of the converging spot P are expressed by the
following Formulas (6). Also, A,; denotes a light intensity at
coordinates (i, j) of the light intensity distribution data D,
and RO denotes a calculation target region in which the
converging spot P can be present in the image sensor 122.
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Also, before the center of gravity is calculated, processing of
a threshold value, noise reduction, or the like may be
performed in the light intensity distribution data D .

Subsequently, the control unit 13 calculates an amount of
angular displacement between the modulation surface 11a
and the wavefront sensor 12 according to the principle
illustrated in FIG. 11 based on a relative relation between
position coordinates of two converging spots P calculated in
step S14 (step S15, angle calculation step).

Thereafter, the control unit 13 may adjust an angle around
the optical image La of at least one of the modulation surface
111a¢ and the wavefront sensor 12 so that the angular
displacement amount calculated in step S15 is reduced (step
S16, adjusting step). This adjustment, for example, is per-
formed by adjusting one or both of a mounting angle of the
spatial light modulator 11 and a mounting angle of the
wavefront sensor 12. In addition, because the correspon-
dence relation between the regions B1 and B2 and the two
converging spots P is normally eliminated by this angular
adjustment, the above-described steps S12 to S16 may be
iterated. If the angular displacement amount calculated in
step S15 is substantially zero, the angular displacement is
completed.

Effects obtained by the angular displacement detecting
method for the adaptive optics system 10 and the adaptive
optics system 10 according to this embodiment described
above will be described. In this embodiment, in the light
intensity distribution acquiring step S13, the light intensity
distribution data DA is acquired by the image sensor 122 of
the wavefront sensor 12 in a state in which the phase pattern
having linearity in at least one direction is displayed in the
regions B1 and B2 of the spatial light modulator 11 and the
spatially non-linear phase pattern is displayed in the region
B3 surrounding the regions B1 and B2. In the light intensity
distribution data DA, the converging spots P corresponding
to the regions B1 and B2 are formed, but the relative
positional relation between the converging spots P changes
according to the amount of angular displacement between
the modulation surface 11a and the wavefront sensor 12.
Accordingly, it is possible to detect the amount of angular
displacement between the modulation surface 11a and the
wavefront sensor 12 based on the relative positional relation
between the converging spots P corresponding to the regions
B1 and B2.

Also, in this embodiment, it is possible to easily and
quickly detect the amount of angular displacement accord-
ing to only an operation of the control unit 13 without
requiring the special component or structure for detecting
the angular displacement amount. Also, in the method
disclosed in the above-described Non Patent Literature 2,
the phase pattern structure is complex and not easy to create.
On the other hand, in this embodiment, it is only necessary
for the phase pattern P, to include the regions B1 to B3
formed of a simple phase pattern, a structure of the phase
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pattern is easy, and the creation of the phase pattern by the
control unit 13 is also easy. In addition, in the method
disclosed in Non Patent Literature 2, it is necessary to
calculate the entire wavefront shape based on the light
intensity distribution data output from the wavefront sensor
12. On the other hand, the calculation process is facilitated
because the angular displacement amount can be detected
based on only a part of the light intensity distribution data in
this embodiment.

As described above, it is possible to easily detect an
amount of angular displacement about the optical axis
between the modulation surface 1la and the wavefront
sensor 12 and perform angular adjustment according to the
angular displacement detecting method of this embodiment
and the adaptive optics system 10.

Also, the sizes of the regions B1 and B2 are set so that the
size of a wavefront part A4 (see FIG. 7) matches a diameter
of the lens 124 (see Formula (5)) in this embodiment.
However, the sizes of the regions B1 and B2 are not limited
thereto, and, for example, may be set so that a length of one
side of the wavefront part A4 becomes n, (n, is a natural
number) times the diameter of the lens 124. In this case,
assuming that an array pitch of the pixels 115 in the
modulation surface 11a is denoted by sImPITCH, an array
pitch of the lenses 124 in the lens array 120 is denoted by
mlaPITCH, and imaging magnification of an optical system
between the modulation surface 114 and the lens surface of
the lens array 120 is denoted by M, the number of pixels w
of one side of the region B1 or B2 is expressed by the
following Formula (7).

[Math 7]

n;  mlaPITCH
M > SImPITCH

o

w=

In other words, a width (=wxslmPITCH) of the region B1 or
B2 in an array direction of the plurality of lenses 124 can be
(n,/M) times the array pitch mlaPITCH of the plurality of
lenses 124.

(Second Embodiment)

In the above-described first embodiment, the light inten-
sity distribution data D is acquired in a state in which the
first phase pattern having linearity in at least one direction is
displayed in the regions B1 and B2 in the light intensity
distribution acquiring step S13. However, it is not necessar-
ily necessary to simultaneously display the first phase pat-
tern to be displayed in the regions Bl and B2, and the
above-described embodiment can be modified as follows.

FIG. 21 is a flowchart illustrating an angular displacement
detecting method and an operation of a control unit 13
according to the second embodiment. A difference between
this embodiment and the above-described first embodiment
is that steps S21 to S24 are provided instead of steps S12 and
S13 illustrated in FIG. 20. Also, because the other steps are
similar to those of the above-described first embodiment,
detailed description thereof will be omitted.

In step S21, the control unit 13 creates a special phase
pattern P, for detecting an angular displacement amount and
displays the created special phase pattern P on the modu-
lation surface 1la. FIG. 22 is a diagram conceptually
illustrating the phase pattern P of this modified example. As
illustrated in FIG. 22, in the phase pattern P, the first phase
pattern (for example, see FIG. 18) having linearity in at least
one direction is displayed in the first region B1 on the
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modulation surface 11a. Also, simultaneously, a spatially
non-linear second phase pattern (for example, see FIGS. 12
to 15) is displayed in a region B4 surrounding the first region
B1 on the modulation surface 11a.

Subsequently, in step S22, the control unit 13 acquires the
first light intensity distribution data (hereinafter referred to
as light intensity distribution data Dj) through the image
sensor 122 in a state in which the above-described phase
pattern P is displayed (first light intensity distribution
acquiring step). In this first light intensity distribution data
D, a converging spot P corresponding to the region B1 is
included.

Subsequently, in step S23, the control unit 13 creates a
special phase pattern P for detecting an angular displace-
ment amount and displays the created special phase pattern
P, on the modulation surface 11a. FIG. 23 is a diagram
conceptually illustrating the phase pattern P of this modi-
fied example. As illustrated in FIG. 23, in the phase pattern
P, the first phase pattern (for example, see FIG. 18) having
linearity in at least one direction is displayed in the second
region B2 on the modulation surface 11a. Also, simultane-
ously, a spatially non-linear second phase pattern (for
example, see FIGS. 12 to 15) is displayed in a region B5
surrounding the second region B2 on the modulation surface
11a.

Subsequently, in step S24, the control unit 13 acquires the
second light intensity distribution data (hereinafter referred
to as light intensity distribution data D) through the image
sensor 122 in a state in which the above-described phase
pattern P is displayed (second light intensity distribution
acquiring step). In this second light intensity distribution
data D, a converging spot P corresponding to the region B2
is included.

Thereafter, the control unit 13 specifies position coordi-
nates of a converging spot P included in each of two pieces
of light intensity distribution data D and Dc (step S14), and
calculates an amount of angular displacement between the
modulation surface 11a and the wavefront sensor 12 based
on a relative positional relation between the position coor-
dinates (angle calculating step S15). Also, even in this
embodiment, the control unit 13 may adjust an angle around
the optical image La of at least one of the modulation surface
11a and the wavefront sensor 12 so that the angular dis-
placement amount calculated in step S15 is reduced (adjust-
ing step S16).

As in this embodiment, the first light intensity distribution
data D including the converging spot P corresponding to the
first region B1 and the second light intensity distribution
data Dc including the converging spot P corresponding to
the second region B2 may be sequentially acquired, and a
relative positional relation between the two converging spots
P may be obtained from the light intensity distribution data
Dz and D. Even in this method, the same effects as those
of the above-described first embodiment can be obtained.

(Third Embodiment)

In the above-described first and second embodiments, the
first phase pattern having linearity in at least one direction is
displayed in two regions Bl and B2 and an amount of
angular displacement is obtained based on a relative posi-
tional relation between converging spots P corresponding to
the regions B1 and B2. In the angular displacement detecting
method and the adaptive optics system 10 according to an
aspect of the present invention, it is possible to obtain the
angular displacement amount even in a method to be
described below. Also, the configuration of the adaptive
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optics system 10 is similar to that of the above-described
first embodiment except for the operation of the control unit
13.

FIG. 24 is a diagram conceptually illustrating a special
phase pattern P, for detecting an amount of angular dis-
placement to be displayed on the modulation surface 11a in
this embodiment. As illustrated in FIG. 24, the phase pattern
P, includes three regions B6 to B8 adjacent to one another
arranged in a line in a certain direction. In addition, the
phase pattern P, includes a region B9 surrounding the
regions B6 to B8. Also, a length of one side of each of the
regions B6 to B8 is similar to those of the regions B1 and B2
of the above-described first and second embodiments.

FIG. 25(a) is a diagram conceptually illustrating a relative
relation between the regions B6 to B8 and the lens array 120
and illustrates the case in which there is no angular dis-
placement between the modulation surface 1la and the
wavefront sensor 12 and the case in which there is no
positional displacement between the modulation surface 11a
and the wavefront sensor 12. FIG. 25(b) is a diagram
illustrating light intensity distribution data D, in the case
illustrated in FIG. 25(a). Also, in these drawings, an arrow
An denotes a row direction of the modulation surface 11a
and an arrow Am denotes a column direction of the modu-
lation surface 11a. As illustrated in FIG. 25(b), converging
spots P corresponding to the regions B6 to B8 are clearly
shown in the light intensity distribution data D, when
angular displacement and positional displacement between
the modulation surface 11a and the wavefront sensor 12 are
absent. Also, in the drawing of this embodiment, a clear
converging spot P is denoted by a black dot.

On the other hand, FIG. 26(a) illustrates the case in which
angular displacement (displacement amount 0) occurs
between the modulation surface 1la and the wavefront
sensor 12. In this case, as illustrated in FIG. 26(b), the clarity
of the converging spot P corresponding to the region B7
positioned at the rotation center does not change in the light
intensity distribution data Dj, but the clarity of the con-
verging spots P corresponding to the regions B6 and B8
positioned above and below the region B7 is degraded. In
addition, because light is also incident on an adjacent lens
124 in a direction of angular displacement with respect to the
lenses 124 corresponding to the regions B6 and B8, a weak
converging spot P is formed by these lenses 124. Also, in the
drawing of this embodiment, the converging spot P having
slightly degraded clarity is denoted by a white dot and the
weak converging spot P is denoted by a broken line. Accord-
ingly, it is possible to detect an amount 6 of angular
displacement between the modulation surface 11a and the
wavefront sensor 12 based on the relative positional relation
and clarity of these converging spots P.

Further, FIG. 27(a) illustrates the case in which positional
displacement occurs within a plane perpendicular to an
optical axis of the optical image La in addition to angular
displacement (displacement amount 0) between the modu-
lation surface 11a and the wavefront sensor 12. In this case,
as illustrated in FI1G. 27(4), the clarity of the converging spot
P corresponding to the region B7 is also degraded because
the center region B7 is also displaced from a predetermined
position. In addition, because light is also incident on the
lenses 124 located in a direction of positional displacement
of'the regions B6 to B8, a plurality of weak converging spots
P are formed by these lenses 124. Thereby, the adjustment of
relative positions of the modulation surface 11a and the
wavefront sensor 12 is performed based on such light
intensity distribution data D, and thereafter it is possible to
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perform angular adjustment between the modulation surface
11a and the wavefront sensor 12.

FIG. 28 is a flowchart illustrating an angular displacement
detecting method and an operation of the control unit 13
according to this embodiment. Also, the angular displace-
ment detecting method is stored as a program for the
adaptive optics system inside the storage region 13a of the
control unit 13 illustrated in FIG. 1 and the control unit 13
executes the angular displacement detecting method by
reading the program.

In the adaptive optics system 10, initial processing of the
control unit 13 is performed (step S31). Also, details of step
S31 are similar to those of step S11 of the above-described
first embodiment.

Next, the control unit 13 creates the special phase pattern
P, for detecting the angular displacement amount and dis-
plays the created special phase pattern P, on the modulation
surface 11a (step S32). In this step S32, the phase pattern
(for example, see FIG. 18) having linearity in at least one
direction is displayed in the regions B6 to B8 on the
modulation surface 111a corresponding to three lenses 124
arranged in a line among the plurality of lenses 124 of the
lens array 120 and the spatially non-linear phase pattern (for
example, see FIGS. 12 to 15) is displayed in a region B9
surrounding the regions B6 to B8.

Subsequently, the control unit 13 acquires the light inten-
sity distribution data D, through the image sensor 122 in a
state in which the above-described phase pattern PD is
displayed (step S33). Normally, at this time, the light inten-
sity distribution data D, becomes as in FIG. 27(b) because
both the angular displacement and the positional displace-
ment occur between the modulation surface 11a and the
wavefront sensor 12. The control unit 13 adjusts the posi-
tional displacement between the modulation surface 11a and
the wavefront sensor 12 so that the converging spot P
corresponding to any one of the regions B6 to B8 (for
example, the center region B7) of the light intensity distri-
bution data D, is clear (step S34). Also, this adjustment of
positional displacement is performed by adjusting a relative
relation between a mounting position of the wavefront
sensor 12 and a mounting position of the spatial light
modulator 11. Alternatively, the adjustment of the positional
displacement may be performed according to the adjustment
of'a relative positional relation between position coordinates
assumed on the modulation surface 11a when the phase
pattern P, is displayed and the wavefront sensor 12.

Subsequently, the control unit 13 acquires the light inten-
sity distribution data D, through the image sensor 122 in a
state in which the above-described phase pattern P, is
displayed (step S35, light intensity distribution acquiring
step). Because the positional displacement between the
modulation surface 11a and the wavefront sensor 12 is
already adjusted in the above-described step S34, the light
intensity distribution data D, at that time becomes as in FIG.
26(b). The control unit 13 obtains an amount 6 of angular
displacement between the modulation surface 11a and the
wavefront sensor 12 based on a relative relation between
position coordinates and clarity of a plurality of converging
spots P corresponding to the region B6 and position coor-
dinates and clarity of a plurality of converging spots P
corresponding to the region B8 included in the light intensity
distribution data D, (step S36, angle calculating step).

Subsequently, the control unit 13 may adjust an angle
around the optical image La of at least one of the modulation
surface 11a and the wavefront sensor 12 so that the angular
displacement amount 8 obtained in step S36 is reduced (step
S16, adjusting step). In other words, these angles are
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adjusted so that the clarity of two converging spots P
corresponding to the regions B6 and B8 increases and a
weak converging spot P adjacent to the converging spots P
corresponding to the regions B6 and B8 is reduced. This
adjustment, for example, is performed by adjusting one or
both of a mounting angle of the spatial light modulator 11
and a mounting angle of the wavefront sensor 12.

Normally, the positional displacement between the modu-
lation surface 11a and the wavefront sensor 12 is caused by
the angular adjustment of step S37. Accordingly, the above-
described steps S33 to S37 are iterated until a predetermined
termination condition is satisfied (step S38). Alternatively, if
position coordinates assumed on the modulation surface 11a
are adjusted when the phase pattern P, is displayed, the
above-described steps S32 to S37 are iterated until a pre-
determined termination condition is satisfied (step S38). If
the positional displacement and the angular displacement
between the modulation surface 1la and the wavefront
sensor 12 are substantially zero (see FIG. 25(5)), the dis-
placement is completed.

Effects obtained by the angular displacement detecting
method for the adaptive optics system 10 and the adaptive
optics system 10 according to this embodiment described
above will be described. In this embodiment, in the light
intensity distribution acquiring step S35, the light intensity
distribution data D, is acquired by the image sensor 122 of
the wavefront sensor 12 in a state in which the phase pattern
having linearity in at least one direction is displayed in the
regions B6 to B8 of the spatial light modulator 11 and the
spatially non-linear phase pattern is displayed in the region
B9 surrounding the regions B6 to B8. In the light intensity
distribution data D, the converging spots P corresponding
to the regions B6 to B8 are formed, but the relative posi-
tional relation between the converging spots P (particularly,
the converging spots P corresponding to the regions B6 to
B8) changes according to the amount of angular displace-
ment between the modulation surface 11a and the wavefront
sensor 12. Accordingly, it is possible to detect the amount of
angular displacement between the modulation surface 11a
and the wavefront sensor 12 based on the relative positional
relation between the converging spots P corresponding to the
regions B6 to B8. In addition, in this embodiment, as in the
first embodiment, it is possible to easily and quickly detect
the amount of angular displacement according to only an
operation of the control unit 13 without requiring the special
component or structure for detecting the angular displace-
ment amount.

Also, in this embodiment, in the light intensity distribu-
tion acquiring step S35, the light intensity distribution data
Dy, is acquired in a state in which the first phase pattern
having linearity in at least one direction is displayed in the
regions B6 to B8. However, it is not necessarily necessary
to simultaneously display the first phase patterns to be
displayed in the regions B6 to B8. As in the second embodi-
ment, the light intensity distribution data may be acquired
while the first phase patterns are sequentially displayed in
the regions B6 to B8 and the process of step S36 may be
performed based on three pieces of obtained light intensity
distribution data.

(Fourth Embodiment)

All the above-described first to third embodiments relate
to an amount of angular displacement between the modu-
lation surface 1la and the wavefront sensor 12. In this
embodiment, an imaging magnification detecting method for
an adaptive optics system 10 and the adaptive optics system
10 including the method and operation common to the first
to third embodiments will be described. Also, in this
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embodiment, the configuration of the adaptive optics system
10 is similar to that of the above-described first embodiment
except for the operation of the control unit 13.

FIG. 29 is a flowchart illustrating the imaging magnifi-
cation detecting method and the operation of the control unit
13 according to this embodiment. Also, the imaging mag-
nification detecting method is stored as a program for the
adaptive optics system inside the storage region 13a of the
control unit 13 illustrated in FIG. 1 and the control unit 13
executes the imaging magnification detecting method by
reading the program.

In the adaptive optics system 10, initial processing of the
control unit 13 is performed (step S41). Also, details of step
S41 are similar to those of step S11 of the above-described
first embodiment.

Next, the control unit 13 creates the special phase pattern
P, (see FIG. 8) for detecting imaging magnification and
displays the created special phase pattern P, on the modu-
lation surface 1la (step S42). Also, details of the phase
pattern P, are similar to those of the first embodiment.
Thereafter, the control unit 13 acquires the light intensity
distribution data D, through the image sensor 122 in a state
in which the above-described phase pattern P, is displayed
(step S43, light intensity distribution acquiring step).

Subsequently, the control unit 13 specifies position coor-
dinates (xp, yp) of each converging spot P by calculating
centers of gravity of two converging spots P included in the
light intensity distribution data D, (step S44). Also, a
method of calculating the position coordinates (xp, yp) of
the converging spot P is similar to step S14 of the above-
described first embodiment. Here, the position coordinates
of the converging spot P corresponding to the region B1 are
designated as (xp,, yp,) and the position coordinates of the
converging spot P corresponding to the region B2 are
designated as (Xp,, yp,)-

Subsequently, the control unit 13 calculates imaging mag-
nification M between the modulation surface 11a and the
wavefront sensor 12 based on a distance between the posi-
tion coordinates (xp;, yp;) of the converging spot P corre-
sponding to the region B1 and the position coordinates (xp,,
yp,) of the converging spot P corresponding to the region B2
(step S45, magnification calculating step). Here, when the
distance between the position coordinates (xp,, yp,) and the
position coordinates (Xp,, yp,) is designated as H1 and a
distance between the center position (xc,, yc,) of the region
B1 and the center position (Xc,, yc,) of the region B2 is
designated as H2, the imaging magnification M is obtained
according to a ratio (H1/H2). In other words, the imaging
magnification M is obtained according to the following
Formula (8).

[Math 8]

— 2 )2 (8)
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Thereafter, various adjustments are performed based on
the imaging magnification M calculated in step S45 (step
S46). For example, it is possible to adjust the magnification
of a light guide optical system (for example, lenses 15 and
16 illustrated in FIG. 1) arranged between the modulation
surface 11a and the wavefront sensor 12 so that the imaging
magnification M calculated in step S45 is close to predeter-
mined imaging magnification. This adjustment can be
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applied when the light guide optical system is constituted of
a zoom lens in which the imaging magnification M is
variable, etc. Also, because there is a possibility of displace-
ment of a relative position of an optical axis direction
between the modulation surface 1la and the wavefront
sensor 12 when the imaging magnification M is displaced
from the predetermined imaging magnification, for example,
it is possible to adjust an optical distance between the
modulation surface 11a and the wavefront sensor 12 so that
the imaging magnification M calculated in step S45 is close
to the predetermined imaging magnification. In addition, for
example, it is also possible to adjust a size of a region in
which a phase pattern for compensating for wavefront
distortion is displayed on the modulation surface 11a based
on the imaging magnification M calculated in step S45.

Effects obtained by the imaging magnification detecting
method for the adaptive optics system 10 and the adaptive
optics system 10 according to this embodiment described
above will be described. In this embodiment, in the light
intensity distribution acquiring step S43, the light intensity
distribution data DA is acquired by the image sensor 122 of
the wavefront sensor 12 in a state in which the phase pattern
having linearity in at least one direction is displayed in the
regions B1 and B2 of the spatial light modulator 11 and the
spatially non-linear phase pattern is displayed in the region
B3 surrounding the regions B1 and B2. In the light intensity
distribution data D, the converging spots P corresponding
to the regions B1 and B2 are formed, but the distance
between the converging spots P changes according to the
imaging magnification M between the modulation surface
11a and the wavefront sensor 12. Accordingly, it is possible
to detect the imaging magnification M between the modu-
lation surface 11a and the wavefront sensor 12 based on the
distance between the converging spots P corresponding to
the regions B1 and B2. In addition, in this embodiment, it is
possible to easily and quickly detect the imaging magnifi-
cation M according to only an operation of the control unit
13 without requiring the special component or structure for
detecting the imaging magnification M.

(Fifth Embodiment)

In the above-described fourth embodiment, the light
intensity distribution data D, is acquired in a state in which
the first phase pattern having linearity in at least one
direction is displayed in the regions B1 and B2 in the light
intensity distribution acquiring step S43. However, it is not
necessarily necessary to simultaneously display the first
phase pattern to be displayed in the regions B1 and B2 as in
the second embodiment in the imaging magnification detect-
ing method either.

FIG. 30 is a flowchart illustrating the imaging magnifi-
cation detecting method and the operation of the control unit
13 according to the fifth embodiment. A difference between
this embodiment and the above-described first embodiment
is that steps S51 to S54 are provided instead of steps S42 and
S43 illustrated in FIG. 29. Also, because the other steps are
similar to those of the above-described fourth embodiment,
detailed description thereof will be omitted.

In step S51, the control unit 13 creates a special phase
pattern Pz (see FIG. 22) for detecting the imaging magni-
fication and displays the created special phase pattern P, on
the modulation surface 11a. Details of the phase pattern P
are similar to those of the second embodiment. Thereafter, in
step S52, the control unit 13 acquires the first light intensity
distribution data D through the image sensor 122 in a state
in which the above-described phase pattern Py is displayed
(first light intensity distribution acquiring step). The con-
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verging spot P corresponding to the region B1 is included in
the first light intensity distribution data Dj.

Subsequently, in step S53, the control unit 13 creates a
special phase pattern P, (see FIG. 23) for detecting the
imaging magnification and displays the created special
phase pattern P on the modulation surface 11a. Also, details
of the phase pattern P, are similar to those of the second
embodiment. Thereafter, in step S54, the control unit 13
acquires second light intensity distribution data Dc through
the image sensor 122 in a state in which the above-described
phase pattern P is displayed (second light intensity distri-
bution acquiring step). The converging spot P corresponding
to the region B2 is included in the second light intensity
distribution data D..

Thereafter, the control unit 13 specifies position coordi-
nates of converging spots P included in two pieces of light
intensity distribution data Dy and D obtained in steps S51
to S54 (step S44) and calculates imaging magnification M
between the modulation surface 1la and the wavefront
sensor 12 based on a distance between the position coordi-
nates (magnification calculating step S45). Thereafter, vari-
ous adjustments are performed in step S46.

As in this embodiment, the first light intensity distribution
data D including the converging spot P corresponding to the
first region B1 and the second light intensity distribution
data Dc including the converging spot P corresponding to
the second region B2 may be sequentially acquired and a
distance between the two converging spots P may be
obtained from the light intensity distribution data Dz and D,..
Even in this method, similar effects to the above-described
fourth embodiment can be obtained.

FIRST MODIFIED EXAMPLE

Although the case in which the first region B1 and the
second region B2 are regions separated from each other is
shown in the above-described embodiments except the third
embodiment, for example, the first region B1 and the second
region B2 may be regions adjacent to each other in a row or
column direction as illustrated in FIGS. 31(a) and 31(b).
Alternatively, for example, as illustrated in FIG. 32, the first
region B1 and the second region B2 may be regions adjacent
to each other in a diagonal direction. Even when the regions
B1 and B2 are arranged as described above, it is possible to
obtain similar effects to the above-described embodiments.
However, when the regions B1 and B2 are separated from
each other, corresponding converging spots P are unlikely to
overlap each other. Accordingly, the regions B1 and B2 may
be separated from each other according to a shape of a first
phase pattern having linearity.

SECOND MODIFIED EXAMPLE

In the above-described embodiment, the first phase pat-
tern having the linearity in at least one direction is displayed
in the regions B1 and B2 (or the regions B6 to B8) and the
spatially non-linear second phase pattern is displayed in the
regions B3 to B5 (or the region B9). However, even when
the first phase pattern having the linearity in at least one
direction is displayed in the regions B3 to B5 (or the region
B9) and the spatially non-linear second phase pattern is
displayed in the regions B1 and B2 (or the regions B6 to BS),
it is possible to obtain similar effects to the above-described
embodiments. In this case, the above-described Formula (3)
is rewritten as follows.
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[Math 9]

rand () (n,m)c ROI

Patn, m) = ©
A=, (n, m) ¢ ROI

In this modified example, converging spots P correspond-
ing to the regions B1 and B2 (or the regions B6 to B8)
become unclear and converging spots P corresponding to the
regions B3 to B5 (or the region B9) around the regions B1
and B2 (or the regions B6 to B8) become clear. In this case,
it is possible to calculate the amount of angular displacement
(or the imaging magnification M) between the modulation
surface 11a and the wavefront sensor 12 based on a relative
relation (or distance) between position coordinates of the
converging spot P formed around the region B1 (or the
region B6) and position coordinates of the converging spot
p formed around the region B2 (or the region BS).

According to this modified example, as in the above-
described embodiment, it is possible to easily detect the
amount of angular displacement about the optical axis (or
the imaging magnification M) between the modulation sur-
face 11a and the wavefront sensor 12.

Because the phase pattern having linearity can be dis-
played in all regions other than the regions B1 and B2 (or the
regions B6 to BS8), it is possible to detect the amount of
angular displacement about the optical axis (or the imaging
magnification M) in parallel during adaptive optical execu-
tion by designating the phase pattern as a phase pattern for
compensating for wavefront distortion.

THIRD MODIFIED EXAMPLE

In the above-described embodiments, a substantially uni-
form distribution expressed by a constant a has been shown
as an example of a first phase pattern having linearity in at
least one direction displayed in the regions B1 and B2 or B6
to B8 (the regions B3 to B5 or B9 in the second modified
example). However, the first phase pattern may be a phase
distribution inclined in at least one direction (changed
linearly). Also, a phase pattern P, including the above-
described phase pattern is expressed by the following For-
mula (10).

[Math 10]
a+bn—ng)+clm—my) (n,m)c ROI (10)

Patn,m) = { rand () (n, m) ¢ ROI

Here, n, and m, denote center pixels of the regions B1 and
B2 (ROI) and a, b, and ¢ are constants.

FIG. 33 illustrates a phase distribution in which phase
values are inclined in a first direction (for example, a row
direction) and phase values are substantially uniform in a
second direction (for example, a column direction) inter-
secting the first direction. This is a phase distribution in ROI
of the case in which b=0 and c¢=0 in the above-described
Formula (10). Also, FIG. 34 illustrates a phase distribution
in which phase values are inclined in both the first direction
(for example, the row direction) and the second direction
(for example, the column direction). This is a phase distri-
bution in ROI of the case in which b=0 and c=0 in the
above-described Formula (10). Also, a graph of a phase
modulation amount in one position of each of row and
column directions is also illustrated in FIGS. 33 and 34.
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Because the wavefront of the optical image La of the
relevant part is flat when these phase patterns are displayed
in the regions B1 and B2 or B6 to B8, the clear converging
spot P is formed by the lens 124. Accordingly, as in the
above-described embodiments and modified examples, it is
possible to detect the angular displacement amount or the
imaging magnification M based on the relative positional
relation or the distance between the converging spots P.

However, in this modified example, the center of gravity
position of the converging spot P is displaced by a slope of
the first phase pattern. Accordingly, when the angular dis-
placement amount or the imaging magnification M is
detected, it is possible to perform similar calculation to the
above-described embodiments in consideration of the dis-
placement of a center of gravity position. Also, a displace-
ment amount of the center of gravity position of the con-
verging spot P is uniquely defined based on a configuration
parameter of the wavefront sensor 12 and the coefficients b
and c. In addition, because it is possible to obtain the original
center of gravity position by subtracting the above-described
displacement amount from the center of gravity position of
the converging spot P, it is possible to detect the angular
displacement amount or the imaging magnification M
according to a similar procedure to the above-described
embodiments.

FOURTH MODIFIED EXAMPLE

The first phase pattern displayed in the regions B1 and B2
or B6 to B8 (the regions B3 to B5 or the region B9 in the
second modified example) may be a phase distribution
having a quadratic function in the first direction and in which
phase values are substantially uniform in the second direc-
tion (that is, a phase distribution having the cylindrical lens
effect in the first direction) as illustrated in FIG. 35. Also,
this phase pattern P, including such a phase distribution is
expressed by the following Formula (11).

[Math 11]

Paln, m) = (11

ay+bn—n)? (n, m) C ROI(ny, my)
a +by(n— n2)2

rand ()

(n, m) C ROI(ny, my)
(n, m) ¢ (ROI(ny, my) U ROI(np, my))

In the above-described Formula (11), n, and m, denote
center pixels of the region B1 (ROI(n,, m,)), n, and m,
denote center pixels of the region B2 (ROI(n,, m,)) and a,,
b,, a,, and b, denote constants.

When the phase pattern illustrated in FIG. 35 is displayed
on the modulation surface 11a, a converging spot P extend-
ing in the first direction and converging in the second
direction is formed in the wavefront sensor 12. Thereby, it
is possible to obtain a position of the converging spot P to
be formed in the second direction. Subsequently, when the
phase pattern P, of the phase distribution (that is, a phase
distribution having the cylindrical lens effect in the second
direction) in which the first and second directions are
interchanged is displayed on the modulation surface 114, the
position of the converging spot P in the first direction is
obtained. Accordingly, it is possible to detect the angular
displacement amount or the imaging magnification as in the
above-described embodiments and first to third modified
examples using the phase pattern having linearity in at least
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one direction as in FIG. 35. Alternatively, the phase pattern
P, including a phase distribution having the cylindrical lens
effect can be created by the following Formula (12).

[Math 12]

Pa(n, m) = 12)

ay +by(n—ny)? (n, m) c ROI(ny, my)
ay +by(m— m2)2

rand ()

(n, m) C ROI(n,, my)
(n, m) ¢ (ROI(ny, mp) J ROI(np, my))

The phase pattern P, expressed by the following Formula
(12) is different from the phase pattern expressed by For-
mula (11), has a quadratic function in the first direction in
the region B1, and has a quadratic function in the second
direction in the region B2. When phase pattern P, expressed
by the following Formula (12) is displayed on the modula-
tion surface 1la, the position of the second direction is
obtained based on the converging spot P corresponding to
the region B1, that is, the converging spot P extending in the
first direction and converging in the second direction. In
addition, the position of the first direction is obtained based
on the converging spot P corresponding to the region B2,
that is, the converging spot P extending in the second
direction and converging in the first direction. Subsequently,
when the phase pattern P, including phase distributions
obtained by interchanging the phase distributions of the
regions B1 and B2 (that is, a phase distribution having a
quadratic function in the second direction in the region B1
and a phase distribution having a quadratic function in the
first direction in the region B2) is displayed on the modu-
lation surface 1la, the position of the first direction is
obtained based on the converging spot P extending in the
second direction corresponding to the region Bl and the
position of the second direction is obtained based on the
converging spot P extending in the first direction corre-
sponding to the region B2. It is possible to detect the angular
displacement amount or the imaging magnification as in the
above-described embodiments and modified examples using
positions of converging spots P corresponding to the regions
B1 and B2.

FIFTH MODIFIED EXAMPLE

First phase patterns displayed in regions B1 and B2 or B6
to B8 (the regions B3 to B5 or the region B9 in the second
modified example) may have a phase distribution constitut-
ing a diffraction grating in the first direction and in which
phase values are substantially uniform in the second direc-
tion as illustrated in FIG. 36. When the phase pattern
illustrated in FIG. 36 is displayed on the modulation surface
11a, a plurality of converging spots P separated in the first
direction and converging in the second direction are formed
in the wavefront sensor 12. Accordingly, the position of the
converging spot P in the second direction is obtained.
Subsequently, the position of the converging spot P in the
first direction is obtained using phase patterns including
phase distributions in which the direction of the diffraction
grating rotates 90 degrees in the regions B1 and B2. It is
possible to detect the angular displacement amount or the
imaging magnification as in the above-described embodi-
ments and modified examples using positions of converging
spots P corresponding to the regions B1 and B2.
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SIXTH MODIFIED EXAMPLE

First phase patterns displayed in regions B1 and B2 or B6
to B8 (the regions B3 to B5 or the region B9 in the second
modified example) may include a composite pattern in
which phase distributions shown in the first embodiment and
the third to fifth modified examples are mutually superim-
posed. FIG. 37 is a diagram illustrating an example of the
composite pattern obtained by such superimposition. The
phase pattern illustrated in FIG. 37(a) is the phase pattern
illustrated in FIG. 35 and the phase pattern illustrated in FIG.
37(b) is the phase pattern obtained by rotating the phase
pattern illustrated in FIG. 33 90 degrees. The phase pattern
illustrated in FIG. 37(c) is a composite pattern in which the
phase patterns are superimposed and is a phase pattern of a
phase distribution having a quadratic function in the first
direction and a linear function in the second direction. When
the composite pattern illustrated in FIG. 37(c) is displayed
on the modulation surface 1la, the converging spot P
extending in the first direction and converging in the second
direction is formed in the wavefront sensor 12. Accordingly,
the position of the converging spot P to be formed in the
second direction is obtained. Also, the displacement amount
is included at the obtained position of the second direction
according to an inclined phase distribution as in FIG. 37(b).
It is possible to obtain the original center of gravity position
of the second direction by subtracting the displacement
amount. Subsequently, it is possible to obtain the center of
gravity position of the first direction by displaying a phase
pattern obtained by rotating the phase pattern illustrated in
FIG. 37(c) 90 degrees. It is possible to detect the angular
displacement amount or the imaging magnification as in the
above-described embodiments and modified examples using
positions of converging spots P corresponding to the regions
B1 and B2.

SEVENTH MODIFIED EXAMPLE

In the above-described embodiments and meodified
examples, examples of the random distribution (FIG. 12)
and the defocus distribution (FIG. 13) are shown as an
example of the spatially non-linear second phase pattern
displayed in the regions B3 to B5 (the region B9 in the
second modified example). The second phase pattern is not
limited thereto, but it is only necessary for the second phase
pattern to have a phase distribution so that a clear converg-
ing spot P is not formed. As this phase distribution, for
example, there is a Fresnel zone plate (FZP) type phase
pattern. The FZP type phase pattern has a function of
converging or diverging an incident optical image La having
a substantially uniform phase value. Accordingly, when the
optical image La converged or diverged by the FZP type
phase pattern is incident on the lens 124, the position of the
optical axis direction of the converging spot P is displaced
from a focal plane of the lens 124 (that is, the surface of the
image sensor 122). Thus, a blurred point image is formed in
the surface of the image sensor 122.

The phase pattern P, including this FZP type phase
pattern is expressed by the following Formula (13).

[Math 13]

ay +b(n—np)+c(m—mg) (1, m) C ROI (13)

Paln,m) = { s + by — )2 + (m—m V) (n, m) & ROI
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Here, a, denotes a constant and b, denotes a sufficiently
large constant. (n,, m,) denotes center pixels of the regions
B3 to B5. Also, when b, is sufficiently large, it is possible to
sufficiently separate the converging spot P formed by the
lens 124 from the focal plane of the lens 124 (the surface of
the image sensor 122).

EIGHTH MODIFIED EXAMPLE

In the above-described embodiments and modified
examples, an example of a form in which the plurality of
lenses 124 are arranged as the lens array 120 of the wave-
front sensor 12 in the two-dimensional lattice shape as
illustrated in FIG. 3 is shown. However, the lens array of the
wavefront sensor 12 is not limited to such a form. For
example, as illustrated in FIG. 38, the lens array 120 may
have a honeycomb structure in which a plurality of regular
hexagonal lenses 128 are arranged without gaps. Also, in
this case, the regions B1 and B2 or the regions B6 to B8 may
be set in a hexagonal shape.

In addition, a form in which a plurality of regular hex-
agonal pixels are arranged without gaps may be used as the
spatial light modulator. In addition, the spatial light modu-
lator is described as an example in the above-described
embodiments, but a spatial light modulator using a material
having an electro-optic effect other than liquid crystal, a
spatial light modulator in which a pixel is formed of a
micro-mirror, a variable mirror for deforming a film mirror
using an actuator, or the like may be used.

An angular displacement detecting method for an adap-
tive optics system, an imaging magnification detecting
method for an adaptive optics system, and an adaptive optics
system according to an aspect of the present invention are
not limited to the above-described embodiments, and other
various modifications are possible. For example, sizes of the
regions B1 and B2 or the regions B6 to B8 are preset and the
angular displacement amount, etc. are detected in the above-
described embodiments and modified examples, but the
sizes of the regions B1 and B2 or the regions B6 to B8 may
be variable. FIG. 39 is a diagram illustrating an example of
the case in which sizes of first and second regions B1 and B2
are configured to be variable. In the example illustrated in
FIG. 39(a), the sizes of the regions B1 and B2 are set to be
relatively large and reduced to an appropriate size (for
example, a size corresponding to the diameter of the lens
124) based on the obtained light intensity distribution data.
In addition, in the example illustrated in FIG. 39(b), the sizes
of the regions B1 and B2 are set to be relatively small and
enlarged to an appropriate size (for example, a size corre-
sponding to the diameter of the lens 124) based on the
obtained light intensity distribution data. As described
above, the sizes of the regions B1 and B2 (or the regions B6
to B8) are set to be variable, so that it is possible to set the
regions B1 and B2 (or the regions B6 to B8) having an
appropriate size and further precisely detect the angular
displacement amount or the imaging magnification. In addi-
tion, the phase patterns to be displayed in the regions B1 and
B2 need not necessarily be the same. For example, the phase
pattern having the cylindrical effect as in FIG. 35 may be
displayed in the region B1 and the phase pattern having the
structure of the diffraction grating as in FIG. 36 may be
displayed in the region. B2.

In addition, although the case in which the adaptive optics
system includes one spatial light modulator is shown in the
above-described embodiments and modified examples, the
adaptive optics system may include a plurality of spatial
light modulators coupled optically. When the plurality of
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spatial light modulators are coupled in series, it is possible
to detect the angular displacement amount or the imaging
magnification between one spatial light modulator and the
wavefront sensor by causing one spatial light modulator to
display the phase pattern P, (or P,) and causing the other
spatial light modulator to display, for example, the substan-
tially uniform phase pattern. In addition, when the plurality
of spatial light modulators are coupled in parallel, it is
possible to detect the angular displacement amount or the
imaging magnification between one spatial light modulator
and the wavefront sensor by causing one spatial light
modulator to display the phase pattern P, (or P,) and
causing the other spatial light modulator to display, for
example, the substantially uniform phase pattern or by
shielding an optical image before or after incidence on the
other spatial light modulator. Such an operation is performed
by each of the plurality of spatial light modulators, so that
it is possible to detect amounts of angular displacement and
imaging magnifications between all spatial light modulators
and the wavefront sensor.

INDUSTRIAL APPLICABILITY

According to an angular displacement detecting method
for an adaptive optics system and an adaptive optics system
according to an aspect of the present invention, it is possible
to easily detect angular displacement about an optical axis
between a modulation surface of a spatial light modulator
and a wavefront sensor. Also, according to an imaging
magnification detecting method for an adaptive optics sys-
tem and an adaptive optics system according to an aspect of
the present invention, it is possible to easily detect imaging
magnification between a modulation surface of a spatial
light modulator and a wavefront sensor.

REFERENCE SIGNS LIST

10 Adaptive optics system
11 Spatial light modulator
11a Modulation surface

12 Wavefront sensor

13 Control unit

14 Beam splitter

15, 16 Relay lens

17 Control circuit unit

18 Optical detection element
120 Lens array

122 Image sensor

122a Light receiving surface
1225 Pixel

124 Lens

B1 First region

B2 Second region

D1, D2, D, to D, Light intensity distribution data
La Optical image

P Converging spot

P, to P, Phase pattern

The invention claimed is:

1. An angular displacement detecting method for an
adaptive optics system, which includes a spatial light modu-
lator configured to spatially modulate a phase of an optical
image incident on a modulation surface and a wavefront
sensor including a lens array having a plurality of two-
dimensionally arranged lenses and an optical detection ele-
ment for detecting a light intensity distribution including
converging spots formed by the lens array and configured to
receive the optical image after the modulation from the
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spatial light modulator and which compensates for wave-
front distortion by controlling a phase pattern displayed in
the spatial light modulator based on a wavefront shape of the
optical image obtained from the light intensity distribution,
wherein an amount of angular displacement between the
modulation surface and the wavefront sensor is calculated,
the angular displacement detecting method comprising:

a light intensity distribution acquiring step of acquiring
the light intensity distribution through the optical
detection element in a state in which one of a phase
pattern having linearity in at least one direction and a
spatially non-linear phase pattern is displayed in first
and second regions on the modulation surface corre-
sponding to one of the plurality of lenses or two or
more lenses adjacent to each other and the other is
displayed in a region surrounding the first and second
regions; and

an angle calculating step of obtaining the amount of
angular displacement between the modulation surface
and the wavefront sensor based on a relative positional
relation between the converging spot corresponding to
the first region and the converging spot corresponding
to the second region included in the light intensity
distribution obtained in the light intensity distribution
acquiring step.

2. The angular displacement detecting method for the
adaptive optics system according to claim 1, further com-
prising:

an adjusting step of adjusting an angle around the optical
image of at least one of the modulation surface and the
wavefront sensor so that the amount of angular dis-
placement calculated in the angle calculating step is
reduced.

3. The angular displacement detecting method for the
adaptive optics system according to claim 1, wherein the
first and second regions are regions adjacent to each other.

4. The angular displacement detecting method for the
adaptive optics system according to claim 1, wherein the
first and second regions are regions separated from each
other.

5. An angular displacement detecting method for an
adaptive optics system, which includes a spatial light modu-
lator configured to spatially modulate a phase of an optical
image incident on a modulation surface and a wavefront
sensor including a lens array having a plurality of two-
dimensionally arranged lenses and an optical detection ele-
ment for detecting a light intensity distribution including
converging spots formed by the lens array and configured to
receive the optical image after the modulation from the
spatial light modulator and which compensates for wave-
front distortion by controlling a phase pattern displayed in
the spatial light modulator based on a wavefront shape of the
optical image obtained from the light intensity distribution,
wherein an amount of angular displacement between the
modulation surface and the wavefront sensor is calculated,
the angular displacement detecting method comprising:

a first light intensity distribution acquiring step of acquir-
ing a first light intensity distribution through the optical
detection element in a state in which one of a phase
pattern having linearity in at least one direction and a
spatially non-linear phase pattern is displayed in a first
region on the modulation surface corresponding to one
of the plurality of lenses or two or more lenses adjacent
to each other and the other is displayed in a region
surrounding the first region;

a second light intensity distribution acquiring step of
acquiring a second light intensity distribution through
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the optical detection element in a state in which one of
a phase pattern having linearity in at least one direction
and a spatially non-linear phase pattern is displayed in
a second region which is a region separate from the first
region on the modulation surface corresponding to one
of the plurality of lenses or two or more lenses adjacent
to each other and the other is displayed in a region
surrounding the second region; and

an angle calculating step of obtaining the amount of
angular displacement between the modulation surface
and the wavefront sensor based on a relative positional
relation between the converging spot corresponding to
the first region included in the first light intensity
distribution and the converging spot corresponding to
the second region included in the second light intensity
distribution.

6. An imaging magnification detecting method for an
adaptive optics system, which includes a spatial light modu-
lator configured to spatially modulate a phase of an optical
image incident on a modulation surface and a wavefront
sensor including a lens array having a plurality of two-
dimensionally arranged lenses and an optical detection ele-
ment for detecting a light intensity distribution including
converging spots formed by the lens array and configured to
receive the optical image after the modulation from the
spatial light modulator and which compensates for wave-
front distortion by controlling a phase pattern displayed in
the spatial light modulator based on a wavefront shape of the
optical image obtained from the light intensity distribution,
wherein imaging magnification between the modulation
surface and the wavefront sensor is detected, the imaging
magnification detecting method comprising:

a light intensity distribution acquiring step of acquiring
the light intensity distribution through the optical
detection element in a state in which one of a phase
pattern having linearity in at least one direction and a
spatially non-linear phase pattern is displayed in first
and second regions on the modulation surface corre-
sponding to one of the plurality of lenses or two or
more lenses adjacent to each other and the other is
displayed in a region surrounding the first and second
regions; and

a magnification calculating step of obtaining the imaging
magnification between the modulation surface and the
wavefront sensor based on a distance between the
converging spot corresponding to the first region and
the converging spot corresponding to the second region
included in the light intensity distribution obtained in
the light intensity distribution acquiring step.

7. The imaging magnification detecting method for the
adaptive optics system according to claim 6, further com-
prising:

an adjusting step of adjusting the magnification of a light
guide optical system arranged between the modulation
surface and the wavefront sensor so that the imaging
magnification calculated in the magnification calculat-
ing step is close to predetermined imaging magnifica-
tion.

8. The imaging magnification detecting method for the
adaptive optics system according to claim 6, further com-
prising:

an adjusting step of adjusting an optical distance between
the modulation surface and the wavefront sensor so that
the imaging magnification calculated in the magnifica-
tion calculating step is close to predetermined imaging
magnification.
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9. The imaging magnification detecting method for the
adaptive optics system according to claim 6, further com-
prising:

an adjusting step of adjusting a size of a region on the
modulation surface in which the phase pattern for
compensating for the wavefront distortion is displayed
based on the imaging magnification calculated in the
magnification calculating step.

10. The imaging magnification detecting method for the
adaptive optics system according to claim 6, wherein the
first and second regions are regions adjacent to each other.

11. The imaging magnification detecting method for the
adaptive optics system according to claim 6, wherein the
first and second regions are regions separated from each
other.

12. An imaging magnification detecting method for an
adaptive optics system, which includes a spatial light modu-
lator configured to spatially modulate a phase of an optical
image incident on a modulation surface and a wavefront
sensor including a lens array having a plurality of two-
dimensionally arranged lenses and an optical detection ele-
ment for detecting a light intensity distribution including
converging spots formed by the lens array and configured to
receive the optical image after the modulation from the
spatial light modulator and which compensates for wave-
front distortion by controlling a phase pattern displayed in
the spatial light modulator based on a wavefront shape of the
optical image obtained from the light intensity distribution,
wherein imaging magnification between the modulation
surface and the wavefront sensor is detected, the imaging
magnification detecting method comprising:

a first light intensity distribution acquiring step of acquir-
ing a first light intensity distribution through the optical
detection element in a state in which one of a phase
pattern having linearity in at least one direction and a
spatially non-linear phase pattern is displayed in a first
region on the modulation surface corresponding to one
of the plurality of lenses or two or more lenses adjacent
to each other and the other is displayed in a region
surrounding the first region;

a second light intensity distribution acquiring step of
acquiring a second light intensity distribution through
the optical detection element in a state in which one of
a phase pattern having linearity in at least one direction
and a spatially non-linear phase pattern is displayed in
a second region which is a region separate from the first
region on the modulation surface corresponding to one
of the plurality of lenses or two or more lenses adjacent
to each other and the other is displayed in a region
surrounding the second region; and

a magnification calculating step of obtaining the imaging
magnification between the modulation surface and the
wavefront sensor based on a distance between the
converging spot corresponding to the first region
included in the first light intensity distribution and the
converging spot corresponding to the second region
included in the second light intensity distribution.

13. An adaptive optics system comprising:

a spatial light modulator configured to spatially modulate
a phase of an optical image incident on a modulation
surface;

a wavefront sensor including a lens array having a plu-
rality of two-dimensionally arranged lenses and an
optical detection element for detecting a light intensity
distribution including converging spots formed by the
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lens array and configured to receive the optical image
after the modulation from the spatial light modulator;
and

a control unit configured to compensate for wavefront
distortion by controlling a phase pattern displayed in
the spatial light modulator based on a wavefront shape
of the optical image obtained from the light intensity
distribution,

wherein the control unit acquires the light intensity dis-
tribution through the optical detection element in a state
in which one of a phase pattern having linearity in at
least one direction and a spatially non-linear phase
pattern is displayed in first and second regions on the
modulation surface corresponding to one of the plural-
ity of lenses or two or more lenses adjacent to each
other and the other is displayed in a region surrounding
the first and second regions and obtains the amount of
angular displacement between the modulation surface
and the wavefront sensor based on a relative positional
relation between the converging spot corresponding to
the first region and the converging spot corresponding
to the second region included in the light intensity
distribution.

14. An adaptive optics system comprising:

a spatial light modulator configured to spatially modulate
a phase of an optical image incident on a modulation
surface;

a wavefront sensor including a lens array having a plu-
rality of two-dimensionally arranged lenses and an
optical detection element for detecting a light intensity
distribution including converging spots formed by the
lens array and configured to receive the optical image
after the modulation from the spatial light modulator;
and

a control unit configured to compensate for wavefront
distortion by controlling a phase pattern displayed in
the spatial light modulator based on a wavefront shape
of the optical image obtained from the light intensity
distribution,

wherein the control unit acquires a first light intensity
distribution through the optical detection element in a
state in which one of a phase pattern having linearity in
at least one direction and a spatially non-linear phase
pattern is displayed in a first region on the modulation
surface corresponding to one of the plurality of lenses
or two or more lenses adjacent to each other and the
other is displayed in a region surrounding the first
region, acquires a second light intensity distribution
through the optical detection element in a state in which
one of a phase pattern having linearity in at least one
direction and a spatially non-linear phase pattern is
displayed in a second region which is a region separate
from the first region on the modulation surface corre-
sponding to one of the plurality of lenses or two or
more lenses adjacent to each other and the other is
displayed in a region surrounding the second region,
and obtains the amount of angular displacement
between the modulation surface and the wavefront
sensor based on a relative positional relation between
the converging spot corresponding to the first region
included in the first light intensity distribution and the
converging spot corresponding to the second region
included in the second light intensity distribution.

15. An adaptive optics system comprising:

a spatial light modulator configured to spatially modulate
a phase of an optical image incident on a modulation
surface;
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a wavefront sensor including a lens array having a plu-
rality of two-dimensionally arranged lenses and an
optical detection element for detecting a light intensity
distribution including converging spots formed by the
lens array and configured to receive the optical image
after the modulation from the spatial light modulator;
and

a control unit configured to compensate for wavefront
distortion by controlling a phase pattern displayed in
the spatial light modulator based on a wavefront shape
of the optical image obtained from the light intensity
distribution,

wherein the control unit acquires the light intensity dis-
tribution through the optical detection element in a state
in which one of a phase pattern having linearity in at
least one direction and a spatially non-linear phase
pattern is displayed in first and second regions on the
modulation surface corresponding to one of the plural-
ity of lenses or two or more lenses adjacent to each
other and the other is displayed in a region surrounding
the first and second regions, and obtains the imaging
magnification between the modulation surface and the
wavefront sensor based on a distance between the
converging spot corresponding to the first region and
the converging spot corresponding to the second region
included in the light intensity distribution.

16. An adaptive optics system comprising:

a spatial light modulator configured to spatially modulate
a phase of an optical image incident on a modulation
surface;

a wavefront sensor including a lens array having a plu-
rality of two-dimensionally arranged lenses and an
optical detection element for detecting a light intensity
distribution including converging spots formed by the
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lens array and configured to receive the optical image
after the modulation from the spatial light modulator;
and

a control unit configured to compensate for wavefront

distortion by controlling a phase pattern displayed in
the spatial light modulator based on a wavefront shape
of the optical image obtained from the light intensity
distribution,

wherein the control unit acquires a first light intensity

distribution through the optical detection element in a
state in which one of a phase pattern having linearity in
at least one direction and a spatially non-linear phase
pattern is displayed in a first region on the modulation
surface corresponding to one of the plurality of lenses
or two or more lenses adjacent to each other and the
other is displayed in a region surrounding the first
region, acquires a second light intensity distribution
through the optical detection element in a state in which
one of a phase pattern having linearity in at least one
direction and a spatially non-linear phase pattern is
displayed in a second region which is a region separate
from the first region on the modulation surface corre-
sponding to one of the plurality of lenses or two or
more lenses adjacent to each other and the other is
displayed in a region surrounding the second region,
and obtains the imaging magnification between the
modulation surface and the wavefront sensor based on
a distance between the converging spot corresponding
to the first region included in the first light intensity
distribution and the converging spot corresponding to
the second region included in the second light intensity
distribution.



